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Abstract

Managing and accommodating the evolution of database schema (the metadata describing the structure of a database) poses a number of interesting problems. Over time, the characteristics of the data stored in a database inevitably change. The database schema must be adjusted to capture these changes, and it may be necessary to transform the data already stored in the database to reflect these changes. Some of these problems are particularly acute in Online Transaction Processing (OLTP) databases that serve as the data store for large, extremely active data processing systems, especially in systems that use a Software as a Service (SaaS) delivery model. We propose a framework to be incorporated into such databases to efficiently manage the inevitable schema evolution. This framework is based on common practices used to manage source code changes in software development. It allows administrators and users of the database to create sandboxes in which changes to the database are isolated from the main database and from other sandboxes. Schema versioning techniques are used to isolate schema changes made within sandboxes and to allow queries executed in a sandbox to retrieve data from the main database without transforming all data in the system to conform to the sandbox's schema. The framework also includes data versioning mechanisms to maintain isolation of data that is added, updated, or deleted in the sandbox. A merge facility allows changes made in a sandbox to be integrated into the main database while it is online, with minimal disruption to ongoing transaction processing. These two versioning techniques together with the merge facility create a database infrastructure that will significantly reduce the time, manpower, opportunity for errors, storage capacity, and infrastructure required to perform development, maintenance, and testing of schema and data changes against a high-volume online database.
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1. Introduction

The database schema – the metadata defining the organization of a database’s contents – is a key component of any software system that uses a database. And in any such system of even moderate complexity, this database schema will need to be modified after the system has been developed and an instance of the database has been created using the initial schema. There has been significant research on mechanisms for handling the evolution of database schemas over time, including techniques for simplifying the transition between versions, as well as methods for actually versioning the schema so that queries against a particular version of a database schema can retrieve data that was created using other versions. However, most of this research has focused on data warehouses and OLAP (online analytical processing) databases, temporal relational databases, XML data stores, and object-oriented databases. There is very little published work on handling schema evolution in a relational OLTP (Online Transaction Processing) database.

Many modern Web-based Information Systems are built around a relational OLTP database. These systems characteristically store and retrieve huge volumes of data; consider, for example, systems like Wikipedia, Facebook, and Twitter. Also consider how rapidly some of these systems must change to accommodate new user expectations and customer trends. A common aspect of many of these changes is new data that must be captured and used by the system and modifications to existing data maintained by the system – changes that require modifications to the database schema.

Complicated software systems such as customer relationship management (CRM), enterprise resource planning (ERP), and e-commerce systems are also often implemented using an OLTP database as a persistent store of the system state. This data store is a critical part of the system’s operation, and for these complicated systems, the database is often extremely large and has a complicated schema. Unlike many Web-based Information Systems, these systems typically have significantly more complicated data processing demands than simple insertion and retrieval; complex business processes may transform the data, it may be involved in integrations to and from other data processing systems, and complicated analytics calculations might be performed. These complex data flows often result in tighter coupling between system software and the database. Because of this coupling, adding application functionality frequently requires schema changes, and schema changes can affect many different parts of the software.

With such large systems, enhancement requests for additional system functionality or performance improvements are inevitable. The volume of demands for system changes rises and system complexity correspondingly increases with the expanding availability of data interchange mechanisms between systems and with increasingly complicated business models that the systems must support. The issue is further exacerbated in systems that are delivered using a Software as a Service (SaaS) model; in this model, a service provider is usually supporting multiple instances of the system for different customers, each of whom may have a different set of business requirements. This arrangement is typically referred to as a multi-tenant model [1], [2]. To compound the problem, customers typically have an expectation of more responsive incorporation of change requests and of easier customization in Web-based applications [3]. Some requested changes will likely be incorporated into the base software system as features available to all SaaS clients, while other changes will be customizations of the system for individual customers.
1.1. Expected Contributions

We have worked to characterize the schema evolution in a large commercial software system implemented using a SaaS model and we have compared this with the evolution of another large open source system, MediaWiki, the web portal software built to run Wikipedia. We have identified problems that schema evolution causes in this system for which there are currently no suitable resolutions, including excessive overhead to manage testing and deployment of software upgrades and difficulties in developing and testing customizations on systems in operation. We plan to research, design, and implement a framework to address these problems. This framework should significantly reduce the amount of effort required to modify the schema of a large OLTP database, and it will provide the ability to work in a sandbox where schema and data changes can be tested against the data in the database without interfering with the normal operations of the production system. It will also address the severe operational and performance problems created when making several types of schema changes to an online MySQL database.

In order to evaluate design and implementation alternatives in a structured, reproducible way, and to allow for comparison to other systems that might address some of these problems in different ways, we will create a pair of benchmark data sets; the first will be built on an abstract schema that will provide a clean separation of data types and will allow the creation of straight-forward examples, while the second will be representative of the kind of large database-centric systems in which high-volume and complex data transactions occur. These data sets will be made publicly available and will be used for all evaluations and measurements of the framework.

1.2. Motivation

We have been allowed to perform an evaluation of a commercial software system which is provided to its customers using a Software as a Service (SaaS) model, where the software vendor hosts the application and the database for each customer on servers that the vendor owns and operates. (In the remainder of this paper, we refer to this commercial system as the “SaaS system”.) In the introduction to their paper on techniques for providing flexible schemas for SaaS systems, Aulbach et al. [2] describe a number of different database architectures that can be used to support the multi-tenant SaaS requirements. They divide these techniques into those in which the database “owns” the schema, meaning that each customer’s database structure is defined explicitly in Data Definition Language (DDL), and those in which the application “owns” the schema, meaning that the database structure is mapped onto a set of generic storage structures and the application manages the mapping. The multi-tenant model used by the SaaS system we studied utilizes the Private Table approach, a technique in which the database owns the schema, each customer has its own instance of the database schema, and the schema is customized as required for that customer. This approach offers good performance, allows for easy interpretation of the data stored in a customer’s schema, and provides isolation of individual tenants’ data, but it poses some additional challenges in handling schema evolution.

The SaaS software vendor has several thousand customers, and thus manages thousands of instances of the product’s database schema. In a recent study of this schema, we found over 300 tables, containing over 3,000 columns [4]. The table count and column count had increased by nearly 150% over a four year period. Compare this to the database schema that is used by Wikipedia; as of 2008, it included 34 tables with 242 columns [3]. Customers are able to customize their individual instances of the system in different ways, including by adding new columns to tables that are provided as a standard part of the product, and by adding new tables to their schemas. These customized columns and tables can be subsequently modified or removed, but the standard database schema provided with the product cannot be altered by the customer. In a recent study of nearly 2,000 of the vendor’s customer instances, we found that 75% of the schemas had columns added to the product tables, and almost 15% had added tables.
Customers can also customize the application, adding new scripts, reports, and user interfaces that interact with the database. This creates a complex interaction between the product, the database schema, and the customer’s modifications to the product.

The currently accepted industry practice for handling database and application upgrades is to make a copy of the database, update the application software, apply any schema changes, test the application, resolve any problems with the database and applications, and when everything has been updated and confirmed to be functional, disable the production system, repeat the schema modifications on the main database, deploy the new and updated application software to the production environment, and re-enable the system (e.g. see [5], [6], [7]). Obviously, this introduces a significant amount of overhead if it must be done for hundreds or thousands of separate instances of the application and schema, with varying levels of complexity and different schedules for installing the upgrades. This approach has several drawbacks, including the following:

- **Prohibitive cost**. The cost in resources (data storage, network bandwidth) and time (system administrator setup, data transmission and processing time) to create a copy of the database can be significant. This copy will most likely reside on a separate database server, so the data must be transported between servers; there may be issues with obtaining a read-consistent copy of the database without disrupting the operation of the production database. This database server must be sized appropriately to handle a full copy of the production data.

- **No forward path from production database**. If data is changed in the production database after the copy is made, the changes are not made on the copy in the development system. Depending on the scope and nature of the changes, this could impact development and testing. For instance, suppose the database is used to store report definitions and user interface (UI) layouts; if a new report is added to the system after the database is copied and this report references database schema that is changed, test suites on the development system will not detect the problem.

- **No easy reverse path back to production database**. Some data and schema changes performed on the copy must be migrated back to the production database after testing is complete. This can be a very complicated process, depending on the changes; some data will inevitably be created specifically for testing purposes and cannot be copied back wholesale. The data that must be migrated back must be extracted from the test system and applied to the production database; this is a very error-prone process.

- **Complicated merge process**. There can be complications with data that must be copied back – tables with auto-incrementing key fields will have conflicting key values if rows were added to the table in both production and the development copy. Other constraints might be violated when trying to merge rows from two instances of a table. Other changes may require a more localized merge with the production data – suppose, for example, that updates were made to different columns of the same row on the development system and the production system; resolving inconsistencies, removing duplication, etc. is time-consuming and complicated.

In addition to problems installing, testing, and deploying new releases of the software, similar difficulties are encountered in providing the ability for customers to make changes to customize their instances of the system. The same procedure of making a copy of the application and database can be used, allowing the customer to make changes to the schema, metadata, and application scripts, test, and to then migrate the changes back to the production database. As customers start making more customizations, this has the potential of doubling the number of copies of the systems that must be created and managed.

In spite of these difficulties, it is very beneficial to be able to test changes against production data to ensure correct operation. In addition to creating a platform for developing and testing upgrades to the base system, it would be beneficial to provide an environment in which customers can easily make
customizations of individual instances of the service. This could be used by a SaaS customer, or a consulting teams operating on the customer’s behalf, to develop, test, and deploy changes to its own instance of the service. Empirical studies of the SaaS system we examined show that customization of the base database schema is a common occurrence, and most of these schema changes will also be accompanied by other system customizations such as additional user interface components, new reports, additional integrations with other systems, etc. Making these changes on the production system is not feasible if the changes are even moderately complex.

We discovered that very little attention has been given to this problem. As we discuss in the next section, much of the research on handling schema changes in databases has focused on Online Analytical Processing (OLAP) and temporal databases. An OLAP database is a multidimensional database commonly used in data warehousing and data mining (i.e. one based on hyper dimensional data cubes rather than related tables). A temporal database is a relational database in which each record or fact is characterized by a time period over which the fact is true (e.g. databases of traffic flow, weather, credit card transactions). In both database types, records typically represent a snapshot in time. Once a snapshot has been taken, the structure of the data contained in that snapshot will not change. So as the characteristics of the data to be captured change over time, it is sufficient to define a new schema for the database and capture snapshots that conform to that schema (a process referred to as schema versioning [8]). The issue is thus one of evaluating queries that span a time period over which snapshot data was captured using more than one schema.

In contrast, an Online Transaction Processing (OLTP) database, often referred to as an operational database, is typically used to represent the current state of physical entities. Transactional data with temporal aspects may be stored in the database as well (e.g. purchase information or customer interaction logs), but the database itself is not predominantly temporal. Historically, the structure of this information has not been very dynamic; that is, the characteristics of the data stored in the operational database did not change quickly over time. When schema changes were necessary, the entire database would be transformed to conform to the new schema (a process known as schema evolution [8]); there was thus no need to handle multiple schema versions. Also, companies were typically managing one of these databases for their internal use, and had control over scheduling changes to the database and the application software. The process of upgrading the schema and the applications might be time and labor intensive, but it could be scheduled for off times to minimize disruption to users.

There are other significant differences between OLAP and temporal databases, which are primarily used for decision support and reporting, and OLTP databases, which are primarily used for system operations. The problem of handling schema changes in OLTP databases is in some ways more difficult. Reporting databases typically handle only queries (read access) after the data has been added to them, while OLTP databases are handling queries and also doing concurrent inserts and updates. Response time, throughput, and database availability requirements are typically higher for operational databases. The nature of the data in an operational database in many cases makes timely access to it more mission-critical. These differences may have also discouraged research on schema evolution in OLTP databases.

In recent years, there have been some changes in the demands placed on applications and databases in an OLTP environment. Systems must adapt more quickly now to changing demands for information. Database schemas must be much more dynamic, and handling these schema changes quickly and efficiently is crucial for many businesses. This is particularly true of SaaS providers; they are handling the data demands for hundreds or thousands of customers, and most of those customers cannot tolerate having the system taken offline for hours or days to implement an upgrade. The motivation to address the problem for OLTP-based systems has definitely increased.

In a SaaS environment built on a relational OLTP database, it would be advantageous to provide a sandbox environment for the service provider’s customers. The term sandbox has the same meaning that
it does when used in the context of software development systems – a separate environment created for an individual or group in which changes are isolated from the production system and from other sandboxes [9]. This environment must provide functionality similar enough to the production system that accurate tests can be run on the sandbox system. In a sandbox, a customer could implement schema changes, populate the modified schema with data, make additional customizations based on the new schema and data, and test the entire package of changes using a data set representative of the production data, without disrupting the production system. Once testing is complete, the set of changes could be moved from the sandbox into production as a package, increasing system stability and reducing errors in the production system following any customization efforts. Ideally, the system would provide multiple independent sandboxes, so more than one customization effort could be in progress concurrently.

MySQL is a very commonly used database engine for Web-based applications, including operations as large as Facebook and Google. A number of the schema modifications cannot be performed on a MySQL database while the database is online. This is primarily due to the fact that many of the modifications to be performed on existing tables, including adding or dropping columns or indices, require the table to be locked and copied to a new table, making the required changes on each row as it is migrated. For tables with hundreds of thousands or millions of rows, this can take a significant amount of time, and the only practical alternative is to take the system offline while the schema is being updated. A mechanism to perform online updates of the schema during this migration of schema changes to the production database would also be a significant benefit.

2. Background

The relational data model which is the foundation on which most modern relational databases are built was proposed by E. F. Codd in 1970 [10]. Codd et al. introduced the concept of Online Analytical Processing (OLAP) in 1981 [11], [12]. The issues of handling time in databases was an active research topic in the late 1970s and early 1980s; the term temporal database was introduced by Snodgrass and Ahn in 1985 [13] [14].

There has been a significant amount of research on the problem of dealing with schema changes over time (referred to as schema evolution) in the literature. Roddick presented an excellent survey of issues pertaining to schema versioning, schema evolution, and related topics in 1995 [8]; this included the following definitions, to which we alluded in the previous section:

*Schema Evolution.* Schema evolution is accommodated when a database system facilitates the modification of the database schema without loss of existing data.

*Schema Versioning.* Schema Versioning is accommodated when a database system allows the accessing of all data, both retrospectively and prospectively, through user definable version interfaces.

In the case of schema evolution, no support for previous schemata is required.

Rahm and Bernstein present an online bibliography of schema evolution issues in [15]; as of Apr. 19, 2011, this bibliography includes 619 publications, cross-referenced by a number of categories. Most of the following works that we cite were published within the last 5 years.

Most of the research has focused on data warehouses using OLAP (online analytical processing) databases and on temporal databases (e.g. [16], [17], [18]), XML data stores (e.g. [19]), and object-orientated databases (OODB) (e.g. [20], [21], [22], [23], [24], [25]). Ra et al. presented an early approach using views to manage schema evolution in an OODB [26]. Roddick et al. described a technique for
schema selection in spatio-temporal databases, where in addition to the time dimension associated with data, there is a spatial dimension [27]. Wang and Zaniolo have researched the idea of presenting the history of schema changes in a relational database using an XML representation [28].

There has also been research on model management, matching schemas, and mapping between schemas that are not necessarily from the same type of data store (such as database schema to XML schema to Electronic Data Interchange (EDI) formats – e.g. [29]). There is very little published work on handling schema evolution in a relational OLTP (Online Transaction Processing) database.

Curino, Moon, Zaniolo, and others have investigated the handling of schema evolution in temporal relational databases at length. See [18], [30], [31], [32] for work published in the last three years by this group on mapping queries across schema versions in temporal databases. Independent groups have also studied this aspect of the schema versioning problem; e.g. De Castro et al. [33] and Wei and Elmasri [34].

In addition to their work on evolution and versioning in temporal databases, this group also developed more general tools to enable database administrators (DBAs) and developers to deal with schema evolution. These tools help to predict the impact of schema changes, rewrite queries for new versions of the schema, migrate data to a new schema version, and document the history of schema changes. See [35], [36], [37], and [38] for the work by Curino, Moon, Zaniolo, et al. on their PRISM and PRISM++ workbenches.

In 1993, Sjøberg conducted a studio of the evolution of the schema for a database that was used in a commercial health management system [39]. He studied the evolution of the schema over an eighteen-month period and attempted to quantify the changes. In 2008, Curino, Moon, and Zaniolo published the results of an extensive evaluation of the evolution of the schema of a large database, the one underlying the Wikipedia system [3]. They isolated a set of Schema Modification Operators (SMOs) that they encountered and used these operators in subsequent analysis. We have adopted the use of these operators for this research.

Aulbach et al. investigated alternative organizations for handling the database schema specifically for multi-tenant SaaS architectures in order to facilitate schema modifications in 2008 [1] and 2009 [2].

A valuable focus of research has been on handling schema mappings; that is, on techniques to specify how to map data from a source schema to a target schema. Of particular interest to us are the work by Bernstein [40] [41] and Fagin et al. [42], and the work on inverse schema mappings by Fagin [43] and Arenas et al. [44].

We are also very interested in the research on alternatives to the traditional row-based table storage used by most relational database engines. These techniques might prove useful for handling the data versioning issues. Stonebraker et al. proposed a column-based storage scheme that could offer much higher performance for certain read-dominant query mixes [45]. Abadi et al. compared the column-stores and traditional row-based data stores on a mix of query types [46]. Liu et al. specifically examined how using a column-oriented data store (CODS) could simplify schema evolution problems [47]. Plattner explored the use of column stores for combined OLAP and OLTP applications, examining the impact of modern processor and memory architectures on making a CODS practical for OLTP applications [48]. Grund et al. propose an interesting hybrid approach that attempts to dynamically partition the columns of a table into column-oriented stores containing multiple columns, based on the locality of reference of different columns in queries [49].

Haapasalo et al. have worked on database structures to allow efficient access to multiversion data in relational databases and to control concurrency across versions [50], [51], [52]. Much of their work is based on an earlier multi-version B+-tree proposed by Becker et al. [53]. These multiversion indices may
also be useful to resolve data versioning issues between the trunk and branch schemas when indexed columns are updated in a branch.

Dumitraş and Narasimhan have done extensive research on handling schema modifications in online databases; they specifically examine the effects on system uptime of upgrading the Wikipedia database in [54] and [55] (both published in 2009).

Chatterjee et al. have proposed a system for loading a database schema with known test data on which to execute integration tests in [56]. This system utilizes long-running transactions to provide isolation of the test data. Unfortunately, long-running transaction support is not available in MySQL, and this technique only addresses problems of testing. Also, this method does not provide isolation for schema changes, and it does not provide any mechanism for merging any data changes back to the main schema; all data modifications would need to be either committed or rolled back as a group.

The current state of the art for performing schema updates to large tables in an online MySQL database is to build custom scripts to make a copy of the table, possibly on a replicated copy of the database, perform the modifications on that table, apply any changes made to the original table after the copy was taken (using some complicated set of triggers or other techniques to track the changes), then rename or drop the original table and rename the shadow table to the original name. See the report by Mark Callaghan at Facebook [57] (from 2010) and the online documentation for the oak toolkit [58] (from 2008) for two popular implementations. We anticipate using these as the starting point in our schema merge facility.

One aspect of this research will include estimating the impact of changes to the source code for the MySQL/MariaDB database engine. There is a large body of research on change impact analysis, but most of it is focused on object-oriented software systems, including papers by Lee et al. [59], [60], Ryder, Ren, and others [61], [62], and approaches using decomposition slices by Dor et al. [63] and Tonella [64]. A approach described by Herzig in 2010 using Transition Dependency Graphs (TDGs) looks promising [65]. The literature includes a paper by Xiao et al. from 2007 specifically about change impact analysis in service oriented architectures [66] and an interesting paper from 2009 on using Bayesian networks to estimate change impact by Abdi et al. [67].

3. Proposed Solution

Given the inevitable need for evolution of the database schemas in these systems, and the volume of changes that will be required of a SaaS provider, it is important to have processes which allow this evolution to be handled smoothly. We have found no existing solutions to help in this regard.

It is common practice for software engineers to follow a fairly standard development cycle when maintaining and enhancing a software code base. The code is maintained in a version control system, and when bug fixes or enhancements must be made, a branch of the code repository is created, a sandbox environment is built using that code, development and testing are done, changes to the code are applied to the code branch in the repository, and when the cycle is complete, the updated code is merged back into the main code base. Version control systems typically support multiple branches, so independent development projects can be undertaken concurrently. There are usually tools to help resolve conflicts when merging code. (See the history of version control by Ruparelia for a summary of this process [9].)

In operational databases, particularly those used by SaaS providers, it would be useful to treat the database schema and data in a similar fashion, where a branch could be created for the schema and data, a sandbox could be created and associated with that branch, and all changes could be made and tested in the sandbox before being merged into the main production database.
We propose a system to significantly streamline the feature deployment and customization processes, focusing on the goals and requirements in Table 1 (from [4]). Note that unlike much of the previous research on handling schema evolution, we are not concerned with handling the mapping of queries against the current version of a database schema over an arbitrary number of past versions of the schema (see [16] and [32] for example). Those are OLAP and decision support applications, and have been studied. We are instead focusing on OLTP systems and the difficulties of handling upcoming changes to the schema until they have been completed, tested, and finally integrated into the production database.

Table 1 – Versioning System Design Requirements

<table>
<thead>
<tr>
<th>#</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>Allow the creation of sandboxes for development.</td>
</tr>
<tr>
<td>2.</td>
<td>Support the existence of multiple sandboxes concurrently.</td>
</tr>
<tr>
<td>3.</td>
<td>Eliminate the need to create copies of the database to create these sandboxes.</td>
</tr>
<tr>
<td>4.</td>
<td>Allow changes to the production data to be immediately visible in each sandbox.</td>
</tr>
<tr>
<td>5.</td>
<td>Isolate schema and data changes in sandboxes from each other and from the production database.</td>
</tr>
<tr>
<td>6.</td>
<td>Provide a reliable way to migrate schema and data changes made in a sandbox back to the production database.</td>
</tr>
<tr>
<td>7.</td>
<td>Allow other data modifications to be abandoned during this migration (e.g. rows added for testing).</td>
</tr>
<tr>
<td>8.</td>
<td>Reduce the downtime required to integrate the changes into the production system.</td>
</tr>
</tbody>
</table>

We will use some standard terminology borrowed from configuration management and version control systems to describe components of our versioning process. (See the history of version control by Ruparelia for a good summary of the terms and concepts related to version control systems used in software development [9]). The trunk version of a database will be the base version of the database schema and data against which production code operates. A branch is a distinct version of the schema and data that includes some set of deltas, or differences, from its parent version. A branch is created for each sandbox. We will discuss both major and minor versions of the schema; major versions will be identified using consecutive positive integer numbers, and minor versions will be identified using the major version from which they were created, a decimal point, and a positive integer number.

In order to limit complexity, the system will allow at most one major version to be created from the trunk. A new major version that is created from the trunk is referred to as the head version; this head version is intended for use by the SaaS provider, to install and test the next version of the system software. Zero or more minor versions can be created from the trunk, and if there is a head version, zero or more minor versions can be created from it. In order to limit the complexity of the system, branches cannot be created from a minor version. There are two differences between the head and other branches: additional branches can be created from the head, but not from minor version branches, and when the head is merged into the trunk, the head version becomes the trunk.
Consider the example shown in Figure 1. The database schema is originally created at time $t_0$; this is the initial \textit{trunk} version, 1. At a later time $t_1$, a branch with minor version 1.1 is created from the trunk. Subsequently, at time $t_2$, a new head version, 2, is created. At time $t_3$, a second branch version 1.2 is created from the trunk. At time $t_4$, branch 1.2 is merged back into the trunk. At time $t_5$, branch 1.1 is merged back into the trunk. At time $t_6$, branch 2.1 is created from the head version. At time $t_7$, branch 2.1 is merged back into the head version. At time $t_8$, the head is merged and becomes the trunk (i.e. the trunk version is now 2). At time $t_9$, branch 2.2 is created. At time $t_{10}$, that branch is discarded. At time $t_{11}$, branch 2.3 is created. At time $t_{12}$, a new head version, 3, is created.

In order to accommodate all the stated goals, we propose a system whereby the branch for every sandbox resides within the same logical database schema. The remainder of this section will discuss the components of the versioning system:

- Managing versions
- Versioning the database schema for a branch
- Versioning the data for a branch and storing data modifications in the branch
- Merging schema and data changes in a branch back to its source version

### 3.1. Managing Versions

Database client applications (hereafter referred to as \textit{clients}) that connect to the database schema can specify a version; this version is an attribute of the session, so we plan to implement it as an extension to the standard SQL statement for setting session attributes; the syntax is given in Figure 9 in the appendix. Each database session always initially connects to the trunk version; this provides backward compatibility for applications that are not version-aware. Changing the version for a session affects any outstanding transaction using the same semantics as disconnecting the session. That is, the transaction will either be automatically committed or it will be rolled back, just as if the session was ended.

Clients are able to create new versions in conjunction with the creation of new sandboxes. As explained in the preceding section, in order to limit complexity, the system allows at most one major version, the \textit{head} version, to be created from the trunk. Branches can be created from either the trunk or the head, but branches cannot be created from other minor versions. Again, this will be implemented as an SQL extension, with the syntax shown in Figure 10 in the appendix.

Every version except 1 (the initial database schema) has a \textit{source version}. For minor versions, this is the corresponding major version; for instance, the source version for 2.1 is 2. For major versions, this is the
previous major version; for instance, the source version for 2 is 1. Since branches cannot be created from minor versions, the source version will always be a major version.

When work in a sandbox is complete and the changes it contains are tested and ready to be incorporated into the system, the branch can be merged back into its source version. When a minor version is merged, if the source version is the trunk, this involves actually modifying the trunk tables to reflect the changes made in the branch. If the source version is the head, this involves combining changes made to the minor version with changes made to the head. A key aspect of the merge process is the resolution of conflicts between the branch and its source version. The merge process is described in more detail in section 5.7. After the version is merged, it is consolidated into its source version and is no longer available. When the head is merged, the trunk tables are similarly modified, and the trunk is moved forward to the new version.

Versions other than the trunk version can also be abandoned. In this case, any changes made in the branch are discarded, and it is no longer available. If the head version is dropped and there are branches created from it, those branches are also discarded. When minor versions are dropped, their version numbers are not reused. However, since there can only be one head version created from the trunk, the major version number is reused if the head version is dropped. This makes it simpler to identify the head version that will follow the trunk. The syntax of this SQL extension is given in Figure 11 in the appendix.

### 3.2. Schema Versioning

One of the primary constraints on the versioning system is that it must have minimal impact on the performance and stability of the production system, which is using the trunk version of the database. To facilitate this, the trunk version uses the standard database, with little or no modification. Database structures are unchanged, and changes to code paths in the database server are minimized when accessing the default trunk version. The impact will be measured using two different metrics, performance and stability. Measuring performance is relatively straightforward; a mix of queries will be designed and executed against our benchmark schemas on an unmodified version of the database engine, and the same set of queries will be executed on the same schemas in the trunk version of the modified database engine. Times will be measured over multiple runs. Differences in measured time between the unmodified database engine and the modified engine must be statistically insignificant.

Measuring stability will require measuring the potential impact of the code changes that are encountered in the code paths that are used while connected to the trunk version of the schema. We will first enumerate the code changes in these code paths and then find methods to measure impact. We plan to investigate some of the techniques described in the change impact literature listed at the end of section 2.

In their 2008 study of schema evolution in the MediaWiki database, Curino et al. introduced a set of schema modifications operators (SMOs). We have adopted this list and adjusted it to reflect the SMOs that we encountered in our study of the schema evolution of the Saas system. This resulted in omitting some operators and adding others. The initial list of SMOs we are considering is shown in Table 2.

Any SMOs are applied to a version of the schema in the form of Data Definition Language (DDL) statements in SQL. SMOs that are applied to the trunk version are processed normally. SMOs applied to a non-trunk version are stored separately, as deltas from the source version. That is, they are stored as the changes that must be applied to the source version to create the new version. These deltas will likely be stored as a parsed version of the DDL statements that were applied to change the schema.
Table 2 – Supported Schema Modification Operators (SMOs) with Mappings

<table>
<thead>
<tr>
<th>SMO</th>
<th>Mapping Operation</th>
</tr>
</thead>
<tbody>
<tr>
<td>CREATE TABLE*</td>
<td>Treat table as if it were empty in the trunk schema – queries return no rows</td>
</tr>
<tr>
<td>RENAME TABLE*</td>
<td>Replace new table name with old name</td>
</tr>
<tr>
<td>DROP TABLE*</td>
<td>No mapping – references to removed table in branch are errors</td>
</tr>
<tr>
<td>ADD COLUMN*</td>
<td>If column can be NULL, treat it as if all values are NULL in trunk schema. If column is NOT NULL in branch, must provide a default value.</td>
</tr>
<tr>
<td>RENAME COLUMN*</td>
<td>Replace new column name with old name</td>
</tr>
<tr>
<td>DROP COLUMN*</td>
<td>No mapping – references to removed column in branch are errors</td>
</tr>
<tr>
<td>ALTER COLUMN</td>
<td>Depends on the alteration</td>
</tr>
<tr>
<td>ADD INDEX</td>
<td>No mapping, although adding a unique index affects inserts, updates, and deletes on the branch</td>
</tr>
<tr>
<td>DROP INDEX</td>
<td>No mapping</td>
</tr>
<tr>
<td>ADD PK</td>
<td>Add primary key - same as adding a unique index</td>
</tr>
<tr>
<td>DROP PK</td>
<td>Drop primary key - same as dropping a unique index</td>
</tr>
<tr>
<td>ADD FK</td>
<td>Add foreign key - no mapping, although adding a foreign key introduces a referential integrity constraint that may affect inserts, updates, and deletes on the branch</td>
</tr>
<tr>
<td>DROP FK</td>
<td>Drop foreign key - no mapping</td>
</tr>
</tbody>
</table>

* denotes SMOs originally identified in [3].

In order to satisfy requirements 3, 4, and 5 in Table 1, most data is stored in the standard database tables associated with the trunk schema. When a SELECT query is submitted on a branch other than the trunk, it is first validated against the schema definitions associated with the branch. If the query is valid, it is mapped back to the trunk schema; that is, it is rewritten to be valid in the trunk by applying the inverse of the branch’s SMOs and possibly the inverse of its source branch’s SMOs (if it is a minor version created from the head branch). Again, unlike the techniques described by Moon et al. in [18], [32], and similar works, we are not concerned with mappings over multiple temporal snapshots of the data. We are focused on supporting up to two sets of changes from the trunk schema, and isolating these schema changes. These query mapping techniques only need to provide access to the trunk version of the tables.

Once the query has been executed, any deltas that affect the result set are applied to the data before it is returned. (Data that has been added or modified in the branch is also merged into the result set, as described in the next section). Because only one major version branch can be created from the trunk, and minor version branches can only be created from major versions, the versioning system will never need to apply more than two levels of mapping to resolve a query on a branch.

In order to support this mapping, the set of SMOs must be constrained so that they are invertible. Figure 2 shows the supported SMOs along with the mapping operation required to map a SELECT query back to the source version. The only operators that have any complications are adding a NOT NULL column and altering a column. The additions are handled by requiring that any NOT NULL column added in a branch must have a default value. This value is used to create data for the column when mapping query results forward to a branch. We have empirically assembled the following possible column alterations:

*Change data type.* Whether the change is to a less restrictive type (i.e., from a number or date field to a string) or to a more restrictive type, it is necessary to provide a mechanism to convert from the old type to the new type and vice versa. (This allows the data to be mapped from the source version to the branch for queries against the branch, and to map the data from the branch to back to the source.
version when the branch is merged.) This is supported by requiring a pair of stored functions that take one value and map it to the other. For instance, if a column \textit{bar} in table \textit{foo} is changed from an integer to a string in branch version 1.2, a pair of stored functions \texttt{1_2@foo@bar@to} and \texttt{1_2@foo@bar@from} must be created that do the data conversion in each direction.

\textit{Change nullability.} Making a column NOT NULL has the same requirement as adding a NOT NULL column; the column must have a default value and this value replaces all occurrences of NULL values in the column. Making a column nullable requires no mapping operations.

\textit{Change constraints (length, range).} This is handled the same way as changes to data type. A pair of mapping function must be defined to convert values going from source to branch and from branch to source version. One of these functions will just return the input value, while the other must handle values that fall outside the range when going from the less restrictive to the more restrictive constraint.

\textit{Change default value.} No mapping operations required.

\textit{Change auto-increment.} Make the primary key column auto-increment, or remove the auto-increment from the primary key column. No mapping operations required.

Note: the ‘@’ character is used as a special delimiter in some table and function names that the versioning system creates or uses. Although this character is valid in MySQL names, its use is disallowed in our modified database engine.

If DDL is applied to a major version from which other versions (major or minor) have been created, the schema modifications are reconciled against any branches. If the change made to the source version is the same as a change that has been made in a branch, the delta is marked as disabled in the branch metadata. (The change is marked as disabled rather than being removed so that if the change is undone in the source version, it has not disappeared in the branch). For instance, consider the example shown Figure 1. Suppose that at time \(t_{4.5}\), a column is added to the trunk schema. Branches 1.1 and 2 will be checked; if their deltas have added the same column, that addition is disabled in the branch. If at time \(t_{4.6}\), that column is removed from the trunk again, the delta is re-enabled in the branch.

Suppose that at time \(t_{6.5}\), a column is renamed in the trunk. This change must be checked against the schema changes for branches 2 and 2.1. If either of them has the same rename operation, that delta is disabled. If the new name conflicts with a column that was added in the branch, the column addition is disabled and an exception log is generated; it may be necessary to adjust queries and possibly change the name of the conflicting column that was added in the branch.

\section*{3.3. Data Versioning}

As mentioned previously, in order to provide isolation between branches, it is necessary to version not only the database schema changes but also data changes made in a branch. Some techniques have been investigated for handling data versioning in an unchanging schema, such as the approach introduced by Chatterjee in \cite{56} that uses long-running transactions to provide isolation for the data and to allow it to be discarded when it is no longer needed. However, this approach is limited in scope to setting up a predefined test data set; it does not provide the capability to isolate the branch and still allow for selective migration of some data back to the trunk when the branch is merged.

To reiterate design requirements, updates to trunk data should be visible in all branches, but updates to branch data should only be visible in that branch. Another design goal is to avoid maintaining multiple copies of the same data in different branches; when possible, data should be maintained in the standard database tables in the trunk schema. The rationale for this is that the likelihood of maintaining (adding, updating, or deleting) a large amount of data in the branch is low. Most data that must be merged back to
trunk will be in tables with a relatively small number of rows – lookup, configuration, and metadata tables versus large tables of transactional data.

To meet these requirements, a branch will store only added, updated, and deleted data. This data is stored in tables separate from the main tables; a set of tables is maintained for each branch. There are many different ways to store this data. Deleted rows in the branch are tracked using a special table that contains the primary key values of the deleted rows. For updated data, our initial approach utilizes a Column-Oriented Data Store (CODS) similar to the one analyzed by Liu et al. in [47]. For any updates to a table in a non-trunk branch, any column whose data is changed will create a separate table containing the primary key of the row that was affected and the new value for the column. This approach requires that every table have a primary key; it would be very difficult to use a row ID construct because of the difficulty of coordinating between the rows in the trunk table and new rows in different branches.

For example, suppose a table *foo* in the trunk schema has an auto-increment primary key column *ID* and an integer column *bar*. Now suppose the following SQL statements are executed in branch 1.2:

```
ALTER TABLE foo ADD bar2 INTEGER;
UPDATE foo SET bar = bar + 1 WHERE ID < 4;
UPDATE foo SET bar2 = bar * 3 WHERE ID IN (1,4,5,6);
DELETE FROM foo WHERE ID = 5;
INSERT INTO foo (bar, bar2) VALUES (5, 23);
```

Figure 2 shows the tables that will be present in the database following the execution of these statements. Tables associated with a version are prefixed by the version number, and the ‘@’ character is used to delimit components of the table name. The table *foo* is the table present in the trunk, so it does not have the version number prefix. For the deleted table, we use “@@” to avoid possible conflicts with tables having a column named `deleted`.

![Example Tables for Data Versioning](image)

As mentioned in the previous section, when a SELECT query is performed in a non-trunk branch, the query is rewritten to the trunk schema and executed, and then the data is mapped forward to the branch schema definition if necessary. Any modified data from the column stores then overwrites the corresponding columns in the data set.

For data added to the branch, we plan to create a shadow table that conforms to the branch version’s schema. INSERT queries on the branch add rows to this shadow table, and subsequent updates will directly update the rows in this table. This approach is utilized rather than using the column oriented storage for both updated and added data in order to improve performance of queries on test data added in a branch. SELECT queries on the branch will perform the mappings described to fetch results from the trunk schema, merge data from the head branch (if the target branch is a minor branch of the head), update the data using any modifications, and query the local shadow tables and union the results of that query with the other data set to produce the final results.
To simplify subsequent merging of branch data into the trunk tables, we anticipate making a change such that a trunk table is affected by operations in a branch. In order to prevent conflicts, the values assigned to auto-increment columns share the same pool of values in the trunk and all branches. Consider the previous example of table \textit{foo} with auto-increment primary key \textit{ID}. As shown in Figure 2, the maximum value of \textit{foo.ID} was 10. When a row was added to \textit{foo} in branch 1.2 and no value is specified for \textit{ID}, it was assigned the value 7. A subsequent insert into \textit{foo} in the trunk would use the next value, 8, even though a row with \textit{ID} 7 is not present in the trunk table. Using this approach avoids the necessity of correcting values when data is merged from the branch to the trunk; this correction could be very complex if the value was stored in a foreign key in other tables that were modified in the branch.

In order to facilitate scenarios in which a branch is created and a set of scripted unit and integration tests are to be run to identify regression issues, the versioning framework will provide a mechanism to override the standard mapping of data from the trunk tables into each branch. Executing a TRUNCATE TABLE statement in a branch will break the backward mapping to the table in the source version. That is, following the truncation, queries will only be executed against the shadow table associated with the branch. A deleted row table and any deleted column data tables associated with the table will be removed. This can be used, for instance, to empty a table in the branch so it can be populated with a predefined set of test data without affecting the data in the trunk. If it is actually desired to delete all rows in the table and to have that propagate back to the source version on a merge, DELETE FROM can be used.

While we plan to use column oriented storage to handle updates and deletes in a branch, we will also evaluate an alternate storage strategy in which the framework would always create the shadow table. This table would include the deleted flag as a column, and it would provide a mechanism whereby each element of a row tuple could have a new special NOT SPECIFIED value. This value would be similar to NULL, but would indicate that the element has not been affected in the branch.

### 3.4. Merging

The final component of the framework is a facility to merge schema and data changes made in a branch back into its source version; that is, to commit the changes. Changes in a branch are always merged with the source version; considering the example in Figure 1, changes in versions 1.1 and 1.2 would be merged into the trunk version, changes in version 2.1 would be merged into the head version, changes to version 2 would be merged into version 1 (at which time version 2 would become the trunk), and changes to version 2.3 would be merged into the trunk. (Details on the command to merge a branch are shown in Figure 12 in the appendix.)

Merging changes from a branch to the head version, like the merge of version 2.1 in the example, requires migration of the deltas from the minor version to the head version. This involves merging the schema deltas, possibly modifying the shadow tables in the head version, and merging the data in the branch column stores, deleted row table, and shadow tables into the tables for the head version.

Merging changes from a branch to the trunk version requires applying the schema deltas to the trunk database tables, then applying any data changes (deletions, additions, updates) that are to be merged. Applying DDL to tables in the trunk can cause significant disruption of service in a MySQL database, as described in [54] and [55]. High-volume production systems currently use techniques to perform the changes on a replicated database to minimize the impact, but there is still some downtime required to perform some of the modifications. See the methods described by Callaghan [57] and Noach [58] for the current state of the art. We plan to integrate an improved solution into the merge facility to perform schema modifications to online tables. This should address the performance penalties that are inherent in most ALTER TABLE commands in MySQL; the modified schema update process will minimize the
amount of time when a table is locked and unavailable for queries. We plan to use a shadow table approach similar to the one described in [57] and [58]; the storage for this table can utilize the shadow table that was created to store any added data in the branch. We anticipate creating a more stable, less error prone mechanism to migrate the data from the original table to the shadow table and then perform the renames to make the new table available.

Merges of a branch into the head or trunk require that the deltas in the branch be reconciled against any other branches created from the same source version. This is very similar to the work that must be done if DDL is applied to the trunk version after branches are created, as described at the end of section 3.2. For instance, in the example in Figure 1, when version 1.2 is merged into the trunk, its deltas must be compared against the current deltas in versions 1.1 and 2, just as if the modifications had been performed directly on the trunk after versions 1.1 and 2 were created.

As was mentioned earlier, some data that was added to the branch will be test data, and should be discarded while merging the branch back into the trunk. Other data should be retained and merged. The framework tracks information about whether data should be merged or discarded on a per-table basis. The default behavior is to maintain and merge data changes. Any table on which a TRUNCATE TABLE has been executed will have the changes discarded. There is an additional SQL command that can be used to modify a table so that changes are not merged. (Details on the syntax of this command are given in Figure 13 in the appendix.)

In the scenario where data changes are merged, it is possible that conflicts will be encountered where the data in the branch was changed and the data in the trunk was changed after creating the branch. Possible methods of handling these collisions are being researched. The initial system will use a very simple algorithm – modified data in the branch always wins and will overwrite the data in the trunk during the merge. A more complicated mechanism would be last writer wins; however, this would require timestamp on the rows, or an independent log of updates to be used to determine the priority data.

As part of the versioning framework, we plan to develop tools to display the schema changes and data differences between a branch and its source branch. In its initial implementation, the need to resolve conflicting changes in the branch and the source version is avoided, but if the semantics of schema modifications or of data updates are expanded, we anticipate enhancing these tools so they can be used to resolve merge conflicts.

Another initial simplification involves dealing with minor branches if their source branch is merged. For example, consider the timeline in Figure 1. If branch 1.1 had not been merged before branch 2 was merged, how would it be handled? Initially, we plan to disallow the merge of the head into the trunk if there are outstanding minor branches from the trunk. In the future, we will examine whether branches from the trunk can be re-parented to the head version when head and trunk are merged.

4. Preliminary Work

We have submitted a paper to the 2011 Very Large Database (VLDB) conference [4]. This paper describes our proposed framework and includes an analysis of the evolution of a commercial SaaS system’s database schema as compared to the evolution of the MediaWiki schema.

In unrelated research, we also published a paper in 2005 on creating concept hierarchies using user queries against an information retrieval system [68]. We were invited to significantly expand this work into a chapter of a book on data mining advances that was published in 2008 [69].
4.1. Characterizing Schema Evolution

Studies have been conducted on schema evolution in large-scale Web-based Information Systems; an often referenced study by Curino et al. details the evolution of the MediaWiki database [3]. This database had 171 released schema versions in 4.5 years – Table 3 shows a breakdown of the different Schema Modification Operators (SMOs) that were applied to the schema over that time period, with the frequency of each operation in the second column (also from [3]).

To contrast the evolution of a Web-based Information System such as MediaWiki to a SaaS system, we have studied the schema evolution of a commercial SaaS system over a four year period. Over the latest two years, during which there were eight official product releases, the number of tables in the baseline database (one that includes only standard product features, with no customizations for any customer) increased by nearly 75 tables, to over 300. These tables contained over 3,000 columns. In contrast, as of the study published in 2008, the MediaWiki database included a total of 34 tables, with a total of 242 columns. The third column of Table 3 shows more details of the mix of schema modifications that were made on the two database schemas; the MediaWiki analysis spanned 4.5 years, and the SaaS system analysis spanned a four year period. The MediaWiki evaluation did not include any statistics on the number of times a column was altered – a change of data type, length, or constraints such as nullability. This was a fairly common modification to the SaaS database schema. While the number of removals of tables and columns and rename operations were roughly similar, the number of tables and columns that were added to the SaaS system was far greater. This emphasizes the heightened demand for new features in the SaaS system.

In addition to the schema associated with the product, we analyzed the schema customizations that were made for individual customers. This analysis was conducted over a sample of 1,850 individual customer schemas.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>CREATE TABLE</td>
<td>24</td>
<td>178</td>
</tr>
<tr>
<td>DROP TABLE</td>
<td>9</td>
<td>7</td>
</tr>
<tr>
<td>RENAME TABLE</td>
<td>3</td>
<td>12</td>
</tr>
<tr>
<td>UNION TABLE</td>
<td>4</td>
<td>0</td>
</tr>
<tr>
<td>COPY TABLE</td>
<td>6</td>
<td>0</td>
</tr>
<tr>
<td>ADD COLUMN</td>
<td>104</td>
<td>301</td>
</tr>
<tr>
<td>DROP COLUMN</td>
<td>71</td>
<td>41</td>
</tr>
<tr>
<td>RENAME COLUMN</td>
<td>43</td>
<td>24</td>
</tr>
<tr>
<td>MOVE COLUMN</td>
<td>1</td>
<td>15</td>
</tr>
<tr>
<td>COPY COLUMN</td>
<td>4</td>
<td>0</td>
</tr>
<tr>
<td>ALTER COLUMN</td>
<td>*</td>
<td>39</td>
</tr>
</tbody>
</table>

Table 4 shows statistics about the number of customer schemas that have been augmented by the addition of custom columns to standard product tables in the schema. The statistics include both the five-number summary (minimum, first quartile Q1, median M, third quartile Q3, maximum) and the mean μ and standard deviation σ. There are three sets of statistics – the first summarizes the number of custom columns per schema, irrespective of table, while the second summarizes the number of custom columns per table, irrespective of schema. The third is also the number of custom columns per table, irrespective of schema, but only considers instances of the table most often customized.
These numbers clearly show the customer demand for extending the standard product solution with schema customizations. 75% of the SaaS customers extended the tables in their database schemas with custom columns; they added a median of six and an average of nearly 23 fields per customizable table, with the most often customized table having a median of 12 and an average of nearly 34 custom columns added.

Table 5 shows statistics about the number of customer schemas that had been augmented with custom tables. These tables have a variety of uses; some are small tables that store lookup information (lists of sales regions, product codes, etc.) or configuration information, while others are very large tables of transactional data. Again, data is presented using the five-number summary as well as the mean and standard deviation. There are statistics for the number of custom tables per schema, the number of columns per custom table, and the number of rows per table. These numbers show the demand for customizations beyond just adding custom attributes to predefined tables in the schema. 13.5% of the SaaS customers added custom tables to their schema. The number of custom tables per customer was relatively small - a median of two and average of four tables per customer schema. This was likely influenced by the significantly greater complexity of adding custom tables compared to adding custom columns. The statistics on the number of rows per table show what a range of uses these custom tables have, from small lookup tables to tables with tens of millions of rows.

### 4.2. Creating a Benchmark Data Set

We have started to design a reference schema and data set that can be used to evaluate the versioning framework. We want a benchmark data set that is more representative of a high-volume transaction processing system than the MediaWiki database, and we want to create a benchmark that will be made available online. It will be less complex than the schema of the SaaS system we evaluated, but should have a number of the same characteristics. We will use this benchmark data and the MediaWiki database to perform evaluation of any experiments; this will allow the framework to be evaluated in a well-understood and public environment and will allow researchers to compare various performance metrics for similar systems. We will also evaluate the framework on the SaaS system database that we have evaluated.
The benchmark data set consists of a sequence of scripts containing schema modifications (in the form of MySQL DDL statements), meant to simulate a sequence of system upgrades and separate system customizations. These scripts will use the SQL extensions we are implementing to create branches, select branches, and merge branches back into their source versions, but these commands will be easily modified so the scripts can be used on standard SQL databases. The data set will also include an accompanying set of scripts to populate the database schema with test data. There must be a sufficient volume of test data to allow meaningful performance measurements to be made, particularly when evaluating alternative designs and implementations of parts of the framework.

In addition, we are adopting a test-driven approach to the design and development of the framework; included in the benchmark data set will be a set of scripts to emulate the applications. These scripts will be comprised of a set of different queries along with logic to check the results. These scripts will help to document the expected behavior of the framework. In addition to serving as a load generator to be used to measure performance, the test scripts will provide integration and regression testing of the database.

The entity-relationship (ER) diagram in Figure 3 shows the initial database schema (version 1). The schema is designed to simulate a very simple CRM system. This is somewhat similar to the test schema presented by Aulbach et al. in [1] and [2]; however, this database is more helpdesk and customer service oriented, while the one used by Aulbach was geared toward sales automation.

![ER Diagram for Benchmark Schema, Version 1](image)

**Figure 3 – ER Diagram for Benchmark Schema, Version 1**
In this diagram, columns with solid squares are required (NOT NULL), while columns with hollow squares are not required. Columns with blue squares are simple fields; columns with red squares are foreign key fields. The primary key column is indicated by a key icon.

The first upgrade, version 2, includes the following SMOs and associated data modifications. The ER diagram for the version 2 of the schema is shown in Figure 4.

- ADD COLUMN `ParentCompany` to the `Company` table, to allow the creation of hierarchies.
- CREATE TABLE `TicketThread`. Instead of a single `Notes` field to contain all of the information associated with a ticket, create a new `TicketThread` table.
- Run a script to populate the `TicketThread` table with any notes contained in already-created tickets.
- DROP COLUMN `Notes` from the `Ticket` table.

![Figure 4 – ER Diagram for Benchmark Schema, Version 2](image)

The next upgrade to version 3 of the schema includes the following changes, as shown in the ER diagram in Figure 5.
• CREATE TABLE CompanyAddress. Multiple addresses must be stored for a company (e.g. mailing, shipping, headquarters). Instead of prefixing the five address columns with a common name and creating multiple instances of the five columns (e.g. MailingCity, ShippingCity, HQCity), create a new table that includes an address type field and the individual address fields.

• RENAME COLUMN Phone in the Customer table to PhoneHome.

• ADD COLUMN PhoneMobile and PhoneWork in the Customer table.

• RENAME COLUMN Phone in the Contact table to PhoneWork.

• ADD COLUMN PhoneHome and PhoneMobile columns.

• ADD INDEX Customer.Email – unique index.

• Run a script to populate the CompanyAddress table with any addresses contained in already-created companies – use the Mailing value for AddressType.

• DROP COLUMN StreetAddress1, StreetAddress2, City, StateOrProvince, PostalCode, Country from Company.

Figure 5 – ER Diagram for Benchmark Schema, Version 3
The next upgrade to version 4 includes the following changes, as shown in Figure 6.

- CREATE TABLE CustomerToCompany – this mapping table will allow a customer to be associated with multiple companies.
- Run a script to populate the CustomerToCompany table with any company values contained in already-created customers.
- CREATE TABLE TicketToCustomer - this mapping table will allow a ticket to be associated with multiple customers.
- Run a script to populate the CustomerToCompany table with any company values contained in already-created customers.
- DROP COLUMN Customer.Company
- DROP COLUMN Ticket.Customer.

![ER Diagram for Benchmark Schema, Version 4](image-url)
5. Research Plan

This section contains an outline of the plan to complete the research for the dissertation. It is arranged in roughly chronological order.

Our plan is to modify the MySQL database server to incorporate the versioning framework. The different research tasks enumerated below include metrics for evaluating alternatives and for determining the success of different approaches. One common metric across all of the tasks is a measure of how the impact the code changes have on the standard MySQL database execution. Ideally, the operation of the database would be completely unaffected by the addition of the framework if a client connects to the trunk version of the database. Some instances have already been identified where this cannot be the case; there must be some code paths in the database engine that require the insertion of conditional logic to handle versioning. Changes to the code to add the framework will be measured in terms of their impact on the execution paths through the default original database server code. As mentioned in section 2, Background, most of the research published recently has focused on object-oriented systems, but the work by Herzig using Transition Dependency Graphs (TDGs) can be applied to procedural code as well ( [65]).

We plan to use version 5.3 of MariaDB, which should be released for Beta in mid-May, as the database server code base on which to implement the framework. MariaDB is a fork of the MySQL database that was created by Michael “Monty” Widenius, the original author of MySQL, in the wake of MySQL’s acquisition by Sun and Sun’s subsequent acquisition by Oracle. Mr. Widenius’ company, Monty Program AB, is actively developing MariaDB. See http://www.mariadb.org for more information.

5.1. Benchmark Data Sets

The next step in the research is to flesh out the schema for the benchmark data set, and then generate test data with which to populate it. This will be done concurrently with designing and implementing the test scripts that will be used for integration and regression testing.

In addition to the sequence of schemas depicted in section 4.2, we will create a separate data set containing a more abstract data model. This data model will be less realistic, but it will provide a complete set of data types and relationships. The goal of this data set is to provide a second framework for making measurements and evaluating alternatives.

The reference data sets will be packaged as sets of Linux shell scripts that will create and initialize a MySQL database, create the initial schema, populate it with the initial data set, and run a set of tests to validate the starting configuration. The master script will then run through a sequence of simulated version upgrade and customization scenarios, each of which will perform the following steps:

- create a branch
- perform a set of schema and data modifications in the branch
- run a set of test scripts that query the branch, the trunk, and possibly other branches to confirm proper operation and to measure performance
- merge the branch and measure the performance of the merge
- run additional scripts to verify the correctness of the merge

The suite will include scenarios that discard a branch and that create two or more branches that exist concurrently.
In addition to these data sets, we will package the set of MediaWiki schema updates, along with a set of test data, in the same packaging, so that we can use this as another benchmark and perform the same measurements and evaluations against that schema.

5.1.1. Simple Example

For the remainder of the proposal, please consider the following simple scenario. This will be used to illustrate some of the concepts with concrete examples. The scenario is presented as a sequence of SQL commands, with the expected output of commands shown in red.

Suppose the trunk schema starts out empty, and then a table test1 is defined and populated as follows:

```sql
CREATE TABLE test1
(   id INT NOT NULL AUTO_INCREMENT,
    int_1 INT NOT NULL,
    int_2 INT,
    str1 VARCHAR(50) NOT NULL,
    str2 VARCHAR(50),
    dt1 DATE NOT NULL,
    dt2 DATE,
    PRIMARY KEY (id)
);
INSERT INTO test1 (int_1, str_1, dt_1)
VALUES (1, 'A1', '2011-01-01 00:00:00');
INSERT INTO test1 (int_1, int_2, str_1, str_2, dt_1, dt_2)
VALUES (2, 4, 'A2', 'Red', '2011-02-01', '1970-01-01');
INSERT INTO test1 (int_1, int_2, str_1, str_2, dt_1, dt_2)
VALUES (3, 6, 'A3', 'Blue', '2011-03-01', '1980-01-01');
```

Then suppose the following SQL is executed to create a new head version:

```sql
CREATE VERSION NEXT;
SHOW VARIABLES LIKE 'm%version';
```

Then suppose the following SQL is executed to create a new head version:

```sql
CREATE VERSION NEXT;
SHOW VARIABLES LIKE 'm%version';
```

Then suppose the following SQL is executed to create a new head version:

```sql
CREATE VERSION NEXT;
SHOW VARIABLES LIKE 'm%version';
```

Then suppose the following SQL is executed to create a new head version:

```sql
CREATE VERSION NEXT;
SHOW VARIABLES LIKE 'm%version';
```

Then suppose the following SQL is executed to create a new head version:

```sql
CREATE VERSION NEXT;
SHOW VARIABLES LIKE 'm%version';
```

Then suppose the following SQL is executed to create a new head version:

```sql
CREATE VERSION NEXT;
SHOW VARIABLES LIKE 'm%version';
```

Then suppose the following SQL is executed to create a new head version:

```sql
CREATE VERSION NEXT;
SHOW VARIABLES LIKE 'm%version';
```

Then suppose the following SQL is executed to create a new head version:

```sql
CREATE VERSION NEXT;
SHOW VARIABLES LIKE 'm%version';
```

Then suppose the following SQL is executed to create a new head version:

```sql
CREATE VERSION NEXT;
SHOW VARIABLES LIKE 'm%version';
```

Then suppose the following SQL is executed to create a new head version:

```sql
CREATE VERSION NEXT;
SHOW VARIABLES LIKE 'm%version';
```

Then suppose the following SQL is executed to create a new head version:

```sql
CREATE VERSION NEXT;
SHOW VARIABLES LIKE 'm%version';
```

Then suppose the following SQL is executed to create a new head version:

```sql
CREATE VERSION NEXT;
SHOW VARIABLES LIKE 'm%version';
```

Then suppose the following SQL is executed to create a new head version:

```sql
CREATE VERSION NEXT;
SHOW VARIABLES LIKE 'm%version';
```

Then suppose the following SQL is executed to create a new head version:

```sql
CREATE VERSION NEXT;
SHOW VARIABLES LIKE 'm%version';
```

Then suppose the following SQL is executed to create a new head version:

```sql
CREATE VERSION NEXT;
SHOW VARIABLES LIKE 'm%version';
```

Then suppose the following SQL is executed to create a new head version:

```sql
CREATE VERSION NEXT;
SHOW VARIABLES LIKE 'm%version';
```

Then suppose the following SQL is executed to create a new head version:

```sql
CREATE VERSION NEXT;
SHOW VARIABLES LIKE 'm%version';
```
INSERT INTO test1 (int_1a, str1, dt1, new_int1, new_str1) VALUES (23, 'B1', '2011-01-23', 5, 'Alpha');
INSERT INTO test1 (int_1a, int_2, str1, str2, dt1, dt2, new_int1, new_int2, new_str1, new_str2) VALUES (9, 16, 'B2', 'Laptop', '2011-01-24', '2000-01-01', 6, 7, 'Beta', 'Canary');
SELECT * FROM test1;
UPDATE test1 SET int_2 = 6, str2 = 'Green' WHERE id = 2;
UPDATE test1 SET dt2 = '2010-04-20' WHERE id = 1;
DELETE FROM test1 WHERE int_1a = 3;
SELECT id, int_1a a, int_2 b, str1 c, str2 d, dt1 e, dt2 f, new_int1 g, new_int2 h, new_str1 i, new_str2 j FROM test1;

+----+----+----+----+----+----+----+----+----+----+
<table>
<thead>
<tr>
<th>id</th>
<th>a</th>
<th>b</th>
<th>c</th>
<th>d</th>
<th>e</th>
<th>f</th>
<th>g</th>
<th>h</th>
<th>i</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>NULL</td>
<td>A1</td>
<td>NULL</td>
<td>2011-01-01</td>
<td>2010-04-20</td>
<td>32</td>
<td>NULL</td>
<td>Black</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>6</td>
<td>A2</td>
<td>Green</td>
<td>2011-02-01</td>
<td>1970-01-01</td>
<td>32</td>
<td>NULL</td>
<td>Black</td>
</tr>
<tr>
<td>4</td>
<td>23</td>
<td>NULL</td>
<td>B1</td>
<td>NULL</td>
<td>2011-01-23</td>
<td>NULL</td>
<td>5</td>
<td>NULL</td>
<td>Alpha</td>
</tr>
<tr>
<td>5</td>
<td>9</td>
<td>16</td>
<td>B2</td>
<td>Laptop</td>
<td>2011-01-24</td>
<td>2000-01-01</td>
<td>6</td>
<td>7</td>
<td>Beta</td>
</tr>
</tbody>
</table>
+----+----+----+----+----+----+----+----+----+----+
4 rows in set (0.03 sec)

SELECT new_int1 FROM test1;
ERROR 1054 (42S22): Unknown column 'new_int1' in 'field list'

At this point, the scenario switches back to the trunk version to verify the isolation of data and schema changes in the head version:

SET VERSION DEFAULT;
SHOW VARIABLES LIKE 'm%version';
+--------------------------+
| Variable_name | Value |
|--------------------------|
| major_version | 1 |
| minor_version | NULL |
+--------------------------+
2 rows in set (0.00 sec)

INSERT INTO test1 (int_1, int_2, str1, str2, dt1) VALUES (6, 25, 'A3', 'Brown', '2012-03-19');
SELECT id, int_1 a, int_2 b, str1 c, str2 d, dt1 e, dt2 f FROM test1;

+----+----+----+----+----+----+----+
<table>
<thead>
<tr>
<th>id</th>
<th>a</th>
<th>b</th>
<th>c</th>
<th>d</th>
<th>e</th>
<th>f</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>NULL</td>
<td>A1</td>
<td>NULL</td>
<td>2011-01-01</td>
<td>NULL</td>
</tr>
<tr>
<td>3</td>
<td>6</td>
<td>6</td>
<td>A3</td>
<td>Blue</td>
<td>2011-03-01</td>
<td>NULL</td>
</tr>
<tr>
<td>6</td>
<td>6</td>
<td>25</td>
<td>A3</td>
<td>Brown</td>
<td>2012-03-19</td>
<td>NULL</td>
</tr>
</tbody>
</table>
+----+----+----+----+----+----+----+
3 rows in set (0.03 sec)

SELECT new_int1a FROM test1;
ERROR 1054 (42S22): Unknown column 'new_int1a' in 'field list'

The scenario then switches back to the head version and merges it into the trunk, advancing the trunk to version 2. There are some queries to confirm that the merge was executed correctly.

SET VERSION 2;
MERGE VERSION;
SET VERSION DEFAULT;
SHOW VARIABLES LIKE 'm%version';
### Version Management Changes

The first step in actually working on the framework will be to design and implement the changes described in the Appendix to handle version management. This will include adding variables to MySQL for the major and minor version and augmenting the parser and command processor to handle the additional syntax. This will be mostly an implementation task, but it will be an opportunity to begin getting familiar with the MySQL/MariaDB code base, and to start investigating the code change impact metrics and how they can be used to guide design decisions.

This task will be evaluated for correctness; there is no significant performance impact expected. We will develop a set of test scripts to confirm proper operation of all the extensions. We will also explore the code impact metrics and how we can use them to evaluate alternatives.

### Data Storage for Branch Data

The next research task will be to investigate methods for storing data associated with a branch and maintaining the required isolation from other branches and the trunk, while still allowing queries to access data in the trunk and the branch. As mentioned, we plan to explore at least two different options for storing the updated data in a branch – the column-oriented data store (CODS) and shadow tables augmented by a special *NOT SPECIFIED* indicator. We plan to review the research on CODS (Stonebraker [45], Abadi [46], Liu [47], Plattner [48], and Grund [49]) for the best alternatives. The
research by Grund on combining multiple columns per vertical partition of the table appears to be particularly appropriate.

The metrics used to evaluate these techniques will include the following:

- number of disk blocks accessed
- the spread of accesses across disk (in as far as we can measure this), to evaluate the impact of losing locality of reference in the CODS
- mean, median, maximum query time (CPU time and wall clock time)

The storage will be evaluated using a branching scenario that includes new tables, new columns, modified columns, and removed columns, with new rows, deleted rows, and updated rows in several modified tables. A mix of different queries will be created against this branch schema to cover the different scenarios where data must be fetched from the production tables and merged with data in the branch storage. Initially, the mapping of these queries from the branch back to the trunk and the mapping of the result data back to the branch will be done by hand.

Consider the example given in section 5.1.1. Before the branch is merged, the table structures in the schema will look like those shown in Figure 7, using the CODS approach. Since table test1 is in the trunk schema, it does not have a version prefix. Three CODS tables are added for the updated data in existing rows. The table 2@test1@@deleted is added to hold the primary key values of any deleted rows.

Consider the example given in section 5.1.1. Before the branch is merged, the table structures in the schema will look like those shown in Figure 7, using the CODS approach. Since table test1 is in the trunk schema, it does not have a version prefix. Three CODS tables are added for the updated data in existing rows. The table 2@test1@@deleted is added to hold the primary key values of any deleted rows.

<table>
<thead>
<tr>
<th>id</th>
<th>int_1</th>
<th>int_2</th>
<th>str1</th>
<th>str2</th>
<th>dt1</th>
<th>dt2</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>NULL</td>
<td>A1</td>
<td>NULL</td>
<td>2011-01-01</td>
<td>NULL</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>4</td>
<td>A2</td>
<td>Red</td>
<td>2011-02-01</td>
<td>1970-01-01</td>
</tr>
<tr>
<td>6</td>
<td>6</td>
<td>25</td>
<td>A3</td>
<td>Brown</td>
<td>2012-03-19</td>
<td>NULL</td>
</tr>
</tbody>
</table>

Figure 7 – Branch Data Storage using Column-Oriented Data Store

The table structures will look like those shown in Figure 8, using the shadow table approach. Again, test1 is the normal table in the trunk schema; it is unchanged regardless of the approach for storing branch data. All other modifications are stored in the shadow table, including the deleted row flag, all new rows added to the table, and all modifications to existing rows.
Another additional research opportunity for the shadow table storage approach is an evaluation of ways to handle the *NOT SPECIFIED* marker for columns and the *deleted* specifier for each row. We may want to avoid adding too much additional non-standard information to each row of the shadow table, so that it can be reused as the table into which to migrate the data in the trunk table during the merge (see the following section on merging for details). This will require exploring alternatives for storing this extra data for each row, including a separate CODS. We will measure these alternatives in terms of query performance using the same metrics we use to evaluate the CODS against shadow tables for the main data storage in the branch.

This is just a simple illustrative example; the actual benchmark will include operations on significantly larger and more complicated data sets, in order to obtain useful performance metrics to use in evaluating the data storage options. Performance will be measured by executing the queries directly on a dedicated database server machine with background load minimized and equalized across all tests as much as possible, to minimize the effects of network latency, process switching, other access to disk storage, etc.

Note that the performance of the branch data storage compared to queries directly against the trunk branch is a lesser concern. As long as performance does not degrade to an unusable level in a sandbox, the branch storage technique will be considered acceptable. Average query performance of 25% of the performance of queries against the standard schema (a four times slow-down) will be considered usable.

### 5.4. Schema Deltas

The next step will be to design and implement handling of the schema deltas. This will require changes to the MySQL command processor to isolate the DDL statements that perform the schema modifications. The validation portion of the command processor must also be modified to take into account the schema deltas when validating DDL and DML (data manipulation language) statements.

Once we are able to identify SMOs while processing SQL statements, we will evaluate options for storing the schema deltas. One option is to have a set of metadata tables similar to `information_schema.tables`, `information_schema.columns`, `information_schema.table_constraints`, etc. that are augmented with major and minor version numbers and additional information to facilitate mapping back to the corresponding elements in the source version. Another option is to just create a set of metadata tables that contain the mapping information and to dynamically apply these as needed to materialize the effective schema for a particular branch. We plan to examine the schema mapping techniques described by Bernstein [40], [41] and by Fagin [43], [42] as a starting point.
The options will be evaluated based on the impact of changing the source code to accommodate them, the relative complexity of the code, and the performance of the database engine in parsing and processing queries in the branch (in terms of the time required to parse the query and prepare it for processing, independent of time required to actually evaluate the query). It is not anticipated that the performance differences will be significant, but we will run tests to confirm this. The benchmarks will include integration tests that include a mix of queries against a branch designed to measure the average time and range of times across types of queries.

The subsequent actions that will be taken depend on the SMOs that were identified:

<table>
<thead>
<tr>
<th>SMO</th>
<th>Additional Actions</th>
</tr>
</thead>
<tbody>
<tr>
<td>CREATE TABLE</td>
<td>Create the table, with the appropriate version number prefix in the name.</td>
</tr>
<tr>
<td>RENAME TABLE</td>
<td>Rename shadow table if it exists. Rename any CODS tables if they exist.</td>
</tr>
<tr>
<td>DROP TABLE</td>
<td>Drop shadow table if it exists. Drop any CODS tables if they exist.</td>
</tr>
<tr>
<td>ADD COLUMN</td>
<td>Create or modify shadow table. Note that CODS table is not automatically created until the column is referenced when updating a row in the existing table.</td>
</tr>
<tr>
<td>RENAME COLUMN</td>
<td>Create or modify shadow table. Rename CODS table if it exists.</td>
</tr>
<tr>
<td>DROP COLUMN</td>
<td>Create or modify shadow table. Rename CODS table if it exists.</td>
</tr>
<tr>
<td>ALTER COLUMN</td>
<td>Create or modify shadow table. Modify CODS table if it exists.</td>
</tr>
<tr>
<td>ADD INDEX</td>
<td>Create multi-version index</td>
</tr>
<tr>
<td>DROP INDEX</td>
<td>Drop version from multi-version index</td>
</tr>
<tr>
<td>ADD PK</td>
<td>Same as adding a unique index</td>
</tr>
<tr>
<td>DROP PK</td>
<td>Drop version from multi-version index</td>
</tr>
<tr>
<td>ADD FK</td>
<td>To be determined</td>
</tr>
<tr>
<td>DROP FK</td>
<td>To be determined</td>
</tr>
</tbody>
</table>

Handling indices, particularly unique indices, in a branch will be complicated. We will initially investigate the multi-version B+ trees introduced by Becker [53] and the refinements proposed by Haapasalo et al. [50], [51], [52].

The benchmarks will include integration tests designed to verify the correctness of the schema definition handling in a branch, and in concurrent branches.

5.5. Query Mapping for SELECT Queries

We will next design and implement query mapping for SELECT queries against the branch database. We plan to examine the research on schema mapping for efficient techniques [40], [41], [42], [43]. Since we have constrained the versioning system to require at most two levels of mapping (from branch to head to trunk), we should have less performance penalties than if we allowed an arbitrarily long sequence of schema changes to coexist.

The following are some kinds of queries that we must handle; each shows an example using the schema from 5.1.1.

Simple single-table queries: handle any renames of table or columns. Ignore columns that were added in branch. Consider the following query:

SELECT ID, int_1a, new_int1 FROM test1;

This would be mapped to the following queries:
SELECT ID, int_1a, new_int1 FROM (SELECT ID, int_1, int_1a, new_int1 FROM test1 ORDERED UNION SELECT ID, int_1a, new_int1 FROM 2@test1) A LEFT JOIN 2@test1@deleted B ON A.ID = B.ID WHERE B.ID IS NULL;

This uses the left outer join with the deleted row table to implement a set difference operation. It also introduces a new concept of an ORDERED UNION, where we guarantee that rows from the second select clause take precedence over rows from the first select clause in the event of a matching primary key value. This obviously requires that both tables have the same primary key, which will be the case.

*Multi-table joins, no grouping or aggregate functions:* similar to a single-table query, performing the same handling of renaming, additions, and deletions. Obviously, this might be more complicated if the columns used for the join condition are columns that have been modified.

ORDER BY clauses may also require special handling. It may be necessary to materialize the query data (create a temporary table with the results of the query mapping, apply any updates with data from the branch) then sort the final results.

Evaluation of the mapping will be done first on the basis of correctness. The benchmark data sets will include a set of queries to confirm correct functionality of the query mapping against the three possible branch types in the schema: a branch from the trunk, the head branch, and a branch from the head. The scripts will create the full range of possible data conditions: data only present in trunk, data added in branch, data updated in branch, data in trunk deleted in branch, etc.

Measuring alternatives will be done on the basis of performance, using the metrics enumerated in section 5.3.

Handling of grouping will be dealt with if time permits after the basic query mapping and merge tasks have been completed.

5.6. Handling Inserts and Updates

Handling SQL INSERT statements in a branch should be relatively simple – the data should just be inserted into the appropriate shadow table. However, we will need to handle complications including the following: primary/unique keys, foreign keys (referential integrity), and auto-increment primary key values.

SQL UPDATE statements will also require simple inserts or updates to the CODS tables or the shadow table. However, we will also need to handle referential integrity for these statements as well. For both INSERT and UPDATE, we may need to perform query mapping to resolve the WHERE clause in the query.

These modifications will be evaluated in the same way as the SELECT statements; correctness will be confirmed by comprehensive set of integration tests, and performance will be measured using the metrics from section 5.3.

5.7. Branch Merge

When a branch is merged, the schema of the source version must be updated; if the source is the head, this will involve combining the CODS and/or shadow tables for the branch and the head, then updating the schema deltas for the head to include the deltas for the branch. If the source is the trunk, then the trunk schema must be updated, and the data changes must be merged.
An issue to which we have not had much opportunity to investigate yet is conflict identification and resolution during the merge. This will include both schema merge conflicts (e.g. a column was modified in a branch then dropped in the source version prior to the merge) and data conflicts (e.g. a row was updated in the branch then deleted in the source version prior to the merge). The initial approach will be to minimize conflicts as much as possible; for example, our first implementation will be “branch wins” on most conflicts.

Merge modifications will be made to the database engine to allow schema changes to be merged into the production tables while the database remains online and the tables are available. That is, the merge should eliminate or drastically reduce the amount of time in which access to database tables is prevented (for example, by a lock on the tables).

The initial strategy is to employ a two-phase merge process, as follows:

- Lock the version when the merge starts. It will be unavailable for connections until the merge completes. In addition, the MERGE VERSION command will be disabled for other branches as well, to eliminate conflicts with between changes in different versions.
- Construct shadow tables for any tables with schema modifications, if they do not already exist.
- For each table to be updated, enable capture of modifications (insert, update, delete).
- Start a background task to copy rows from trunk table to shadow table, a block of 100,000 rows at a time.
- After all rows copied, replay the redo information on the shadow table, mapping as necessary.
- When redo information has all been replayed, lock the trunk table.
- Apply any last-minute redo information.
- Rename or delete the trunk table.
- Rename the shadow table to the trunk table name.

The most complicated part of this process is capturing the modifications. There are three mechanisms mentioned in [57]: use statement-based replication to capture any SQL statements that modify the table or tables being copied, use row-based replication to capture the row changes for those tables, and create triggers that fire on insert, update, and delete of those tables and update the shadow tables directly. Each of these approaches has problems; a solution that is more tightly integrated with the database would be less brittle and require less complicated setup. Our initial idea is to integrate this into the trigger mechanism, without requiring the explicit creation of triggers. The different alternatives will be compared based on their potential for errors, performance impact on the database engine, and the code impact of the changes.

The merge process will be evaluated against the standard database schema update process using the following metrics:

- wall clock time elapsed from the time the process starts to the time that all tables involved in the merge are available for use
- wall clock time elapsed from the time the tables involved in the merge are locked or otherwise made unavailable for queries until the time the modified tables are available for use again
- amount of additional (temporary) disk storage required to accommodate the schema updates

The experiments will be to modify the schema of a table containing at least ten million rows, with at least 25 columns per row. The modifications will include adding columns, removing columns, altering
columns, and adding unique and non-unique indices. Executing any of these modifications in MySQL currently requires the table to be locked and a new table to be constructed. While the merge process is executing, a mix of inserts, updates, and deletes against the trunk version of the table will run concurrently to verify the correctness of the modification tracking mechanism.

5.8. Additional Research Tasks

The following tasks will be included in the dissertation if time permits.

*Handling unique indices in branches.* Methods of creating indices on data that might exist in two different tables must be investigated; ideally, these methods would avoid creating an index that duplicates the one that is present in the trunk schema.

*Handling multi-column indices in branches.* This is an extension of the previous issue – particularly if the framework uses the CODS storage for modified data in the branch, maintaining multi-column indices that include one or more of these modified columns is a complicated problem.

*Handling foreign keys in branches.* This is similar to the problem with indices – if a table includes foreign key references to other tables, and that table is modified in a branch, how should the referential integrity of the data be ensured?

*Handling grouping and aggregation operators.* Queries that include GROUP BY clauses and/or aggregate operators like SUM() and AVERAGE() will require special handling when the data on which they operate exists in both the branch and the source version. It may be necessary to materialize temporary tables to evaluate some aggregate functions.

*Handling sub-selects.* The initial modifications will not deal with nested sub-selects like the following:

```sql
SELECT int_1a FROM test WHERE ID IN (SELECT ID FROM test WHERE new_int1 > 7);
```
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7. Appendix

The following are details of the planned implementation of the versioning framework. As mentioned previously, the versioning system targets a MySQL database, so modifications and additions to SQL are designed to be compatible with MySQL syntax.

Client applications that connect to a database schema must be able to specify a version; this version is an attribute of the session, so setting it will be implemented as an extension to the standard SQL statement for setting session attributes. The syntax is shown in Figure 9.

```sql
<SQL session statement> ::=<SQL schema definition statement> ::=  
<set catalog statement> |<schema definition> |  
<set schema statement> |  
<version definition> |  
<set version statement>  
<version definition> ::=  
SET VERSION <version specification>  
<new version specification> ::=  
DEFAULT |<SQL schema manipulation statement> ::=  
UNSIGNED INTEGER |<drop schema statement> |  
<period> UNSIGNED INTEGER |<drop table statement> |  
<drop version statement>  
<drop version statement> ::=  
DROP VERSION <drop version specification>
<drop version specification> ::=  
UNSIGNED INTEGER |<SQL merge statement> ::=  
<period> UNSIGNED INTEGER
MERGE VERSION
```

**Figure 9 – SQL to Select Version**

Specifying only the major version number implies a value of NULL for the minor version number. Any session that does not specify a version will use the trunk version by default. This provides backward compatibility for applications that are not version-aware.

An application will be able to determine the current version of the session via two new session variables, `major_version` and `minor_version`. `major_version` is a positive integer, and `minor_version` is either NULL or a positive integer. The values of these variables can be obtained by querying the special view `information_schema.session_variables` or by using `SHOW VARIABLES`.

New versions will be created using a new SQL statement with the syntax shown in Figure 10. A `CREATE VERSION NEXT` statement will generate an error if a head version already exists. A `CREATE VERSION HEAD.NEXT` statement will generate an error if a head version does not exist. Creating a new version implicitly changes the session to that version, so the database client can query the `major_version` and `minor_version` session variables to determine what version numbers have been assigned to the newly created version.

```sql
<SQL merge statement> ::=  
MERGE VERSION
```

**Figure 10 – SQL to Create Version**

**Figure 11 – SQL to Drop Version**

**Figure 12 – SQL Statement to Merge Version**
Support will be added to discard versions using a new SQL statement with the syntax shown in Figure 11. A DROP VERSION statement that attempts to remove a non-existent version or the trunk version will generate an error. If the head version is dropped and there are branches created from it, those branches are also discarded.

A branch will be merged back into its source version using the SQL statement with the syntax shown in Figure 12. When a branch is merged back into its source version, the version is implicitly changed to the source version, as if a SET VERSION statement had been executed. The exception is merging the head into the trunk; after the merge is complete, the version number is unchanged. This is now the trunk version rather than the head though.

It will be possible to modify a table so that any data changes to that table will not be included when the branch is merged using the extension to the SQL ALTER TABLE statement shown in Figure 13. This command will be ignored if executed in the trunk version.

```
<SQL alter table statement> ::= 
   ALTER [ONLINE | OFFLINE] [IGNORE] TABLE <tbl_name> <alter specification>   [, <alter specification> ]

<alter specification> ::= 
   <table_options> |  
   ADD [COLUMN] <col_name> <col specification> |  
   ... |  
   DISABLE MERGE
```

**Figure 13 - SQL to Disable Data Merge for Table**

Metadata about the versions will be available using the new view `information_schema.versions`. It will include the columns shown in Figure 14. The merged column indicates when the branch has been merged with its source version. For minor versions, their changes will be merged into their source branch. For major versions, the trunk will be merged into the head, at which time that version becomes the trunk. After a branch has been merged, that version is no longer accessible. A SET VERSION or DROP VERSION statement that specifies a version that has already been merged will generate an error.

There will always be at least one entry in the `versions` view for each distinct `schema_name`, with `major_version 1`, `minor_version NULL`, and `merged` and `dropped` NULL. Given the constraints of the versioning system, there will be at least one and at most two versions with a NULL minor version and NULL merged and dropped time.

The existing `information_schema.schematas` view will also be augmented with a new column, `major_version`. This NOT NULL integer contains the version number of the trunk version for each schema.