DOSI: Training Artificial Neural Networks using Overlapping Swarm Intelligence with Local Credit Assignment
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Abstract—A novel swarm-based algorithm is proposed for the training of artificial neural networks. Training of such networks is a difficult problem that requires an effective search algorithm to find optimal weight values. While gradient-based methods, such as backpropagation, are frequently used to train multilayer feedforward neural networks, such methods may not yield a globally optimal solution. To overcome the limitations of gradient-based methods, evolutionary algorithms have been used to train these networks with some success. This paper proposes an overlapping swarm intelligence algorithm for training neural networks in which a particle swarm is assigned to each neuron to search for that neuron’s weights. Unlike similar architectures, our approach does not require a shared global network for fitness evaluation. Thus the approach discussed in this paper localizes our approach does not require a shared global network for fitness evaluation and, thereby, determine the set of networks to “solve” the local credit assignment problem to enable the entire learning process to be distributed. We have chosen to name this algorithm Distributed Overlapping Swarm Intelligence (DOSI).

II. BACKGROUND

A. Artificial Neural Networks

Artificial neural networks are models consisting of a network of simple computational units called neurons. When neurons are combined using appropriate weights the resulting networks have been shown to solve difficult problems such as classification, regression, control, and time series prediction.

Single layer feedforward neural networks have several inputs that feed a single output layer. These inputs are connected via weights, and only the output layer has neurons. Multilayer feedforward neural networks, on the other hand, have one or more hidden layers between the input and output layers that also contain neurons. Hidden layers allow neural networks to extract higher-order properties from the input. Each neuron in a network contains a continuously differentiable activation function. One of the most common activation functions is the logistic function,

\[ y = \frac{1}{1 + e^{-(\sum_{i=1}^{m} w_i x_i + b)}} \]

where \( m \) is the number of inputs, \( x_i \) is the \( i \)th input, \( w_i \) is its weight, and \( b \) is a bias.

B. Particle Swarm Optimization

The Particle Swarm Optimization (PSO) algorithm, first proposed by Eberhart and Kennedy [3], is a search technique based on the social behavior of flocking birds and fish schools. PSO is a population-based search technique in which the population is initialized with random solutions called particles. The search process updates the positions of each particle-based on that particle’s corresponding velocity vector. A particle’s velocity vector is updated based on the fitness of the states visited by that particle. Eventually all particles will move closer to an optimum in the search space. The pseudocode for the traditional PSO algorithm is presented in Algorithm 1.

PSO begins by randomly initializing a swarm of particles over the search space. On each iteration of the algorithm the fitness of a particle, \( x_i \), is calculated using the fitness function, \( f(x_i) \). The personal best position for that particle is stored
Algorithm 1 Particle Swarm Optimization

repeat
    for each particle position \( x_i \in P \) do
        Evaluate position fitness \( f(x_i) \)
        if \( f(x_i) > f(p_i) \) then
            \( p_i \leftarrow x_i \)
        end if
        if \( f(x_i) > f(p_g) \) then
            \( p_g \leftarrow x_i \)
        end if
        \( v_i \leftarrow \omega v_i + U(0, \phi_1) \odot (p_i - x_i) + U(0, \phi_2) \odot (p_g - x_i) \)
        \( x_i \leftarrow x_i + v_i \)
    end for
until termination criterion is met


in the vector \( p_i \). The global best position found among all particles is stored in the vector \( p_g \). At the end of each iteration a particle’s velocity, \( v_i \), is updated based on \( p_i \) and \( p_g \). The use of both personal best and global best positions in the velocity equation ensures diverse responses within the swarm. This is an important aspect of the algorithm that provides a balance between exploration and exploitation.

In Algorithm 1, \( P \) is the particle swarm, \( U(0, \phi_1) \) is a vector of random numbers uniformly distributed in the interval \([0, \phi_1] \), \( \odot \) is component-wise multiplication, \( v_i \) is the velocity of a particle and \( x_i \) is the position of a particle.

Three parameters need to be defined for this algorithm:

- \( \phi_1 \) determines the maximum force with which a particle is pulled toward \( p_i \);
- \( \phi_2 \) determines the maximum force with which a particle is pulled toward \( p_g \);
- \( \omega \) is the inertia weight.

The inertia weight \( \omega \) is used to control the scope of the search and eliminate the need for a maximum velocity. Even so, it is customary to specify maximum velocity as well.

III. RELATED WORK

Zhang et al. [4] introduced a PSO algorithm to learn the structure and weights of feedforward neural networks. They tested their algorithm on two problems in the medical domain and their results indicate that networks learned by their algorithm have good generalization ability and accuracy.

Zhang et al. [1] proposed a hybrid PSO-BP algorithm to search for the weights of feedforward neural networks. In their algorithm a feedforward neural net is trained using a PSO until convergence. After the PSO algorithm has converged, backpropagation is used to train the network. Their results indicate that their algorithm is better than the backpropagation algorithm and the adaptive particle swarm optimization algorithm in terms of convergence speed and accuracy.

Cai et al. [5] introduced an algorithm to train recurrent neural networks to predict missing values from time series data using a hybrid of PSO and a customized evolutionary algorithm (EA). The EA used in Cai’s approach is similar to an evolution strategy as it has both mutation and selection but no crossover operation. In this algorithm a population of solutions is initialized and evaluated. Individuals are then selected based on their fitness and these individuals are improved using PSO. The improved individuals are then used as parents in the EA to generate offspring.

Bergh and Engelbrecht [6] proposed a several methods to train feedforward neural networks using PSOs in a cooperative configuration. These methods include NSPLIT in which there is a single particle swarm for each neuron in the network and LSPLIT in which there is a swarm assigned to each layer of the network. All approaches described by Bergh and Engelbrecht require the use of a global network and their results indicated that performance of these swarms is dependent on the degree of interdependence between the variables.

Haberman and Sheppard [7] introduced an energy-efficient routing protocol for sensor networks based on overlapping particle swarms that ensures reliable path selection while minimizing the energy consumption for the route selection process. Their algorithm extends the life of the sensor network and was shown to perform significantly better than current energy-aware routing protocols.

Pillai and Sheppard [8] extended the work of [7] by developing an overlapping swarm intelligence algorithm for training the weights of deep artificial neural networks. In their approach the structure of the network is separated into paths where each path begins at an input node and ends at an output node. Each of these paths has a swarm that learns the weights for that path of the network. A common vector of weights is maintained across all swarms that describes a global view of the network. This vector is constructed by combining the weights of the best particles in each of the swarms. While this method was shown to outperform the backpropagation algorithm and the traditional PSO algorithm, it requires one swarm for every possible path through the network. As a result, the number of swarms required grows exponentially as the depth of the network increases, thus making their approach intractable for deep networks.

Our algorithm improves on the work of [8] and [6] by requiring a smaller number of swarms than the OSI method and by no longer requiring the construction of a global network for each swarm. We hypothesize that our algorithm will perform at least as well as the algorithms proposed by [8] and [6] in terms of mean squared error and classification error.

IV. APPROACH

Here we describe our approach to training feedforward neural networks based on the PSO algorithm but focusing on learning sub-problems similar to the approaches in [6], [7], and [8]. In our approach we associate a swarm with each neuron in the network. A neuron’s corresponding swarm will learn only the weights associated with that neuron. Swarms corresponding to connected neurons will periodically communicate with each other. This approach is similar to the NSPLIT architecture proposed by [6] but unlike NSPLIT, our architecture does not require that each particle be evaluated as part of a global network. Instead, each swarm \( s_i \) has a personal neural network \( pnn_i \) and the weights learned by each swarm are communicated to the neighboring swarms and inserted into those swarm’s \( pnn_i \)’s through a periodic communication mechanism. Because our algorithm does not require a global network to be shared between the swarms, and localizes the credit assignment process, the learning process can be fully distributed. Algorithm 2 shows the pseudo-code for our DOSI algorithm.

The pseudocode in Algorithm 2 begins by initializing a random neural network. This network is set as the initial
neural network for each swarm. While it would be possible to initialize a different neural network for each swarm, this would likely slow the algorithm’s convergence time. Next the algorithm enters the learning procedure. This procedure begins by running $\text{iter}$ iterations of the evaluate and update step for each swarm where the variable $\text{iter}$ is a tunable parameter. Each swarm evaluates the fitness of a particle by setting the weights of that swarm’s neuron inside the swarm’s $\text{pnn}$ to the particle’s object parameters and evaluating the network’s error. Once $\text{iter}$ iterations of the PSO algorithm have been run for each swarm, the swarms corresponding to connected neurons communicate via the ShareWeights function (Algorithm 3).

To share weights, each swarm keeps track of a variable $\delta_w$ for each weight $w$. These variables indicate how current each weight in the swarm’s personal network is. A larger value of $\delta_w$ indicates that its value was learned more recently while a smaller value for $\delta_w$ indicates that the weight was learned less recently. A value of zero for $\delta_w$ indicates that no learning or sharing has taken place to modify this weight in the swarm’s $\text{pnn}$, while a value of infinity indicates that the weight has been learned by the PSO algorithm. Values for $\delta_w$ are initially set to zero for all weights other than the weights learned by that swarm. Values for $\delta_w$ are set to infinity for all weights that the swarm is to learn. Algorithm 3 allows swarms to share weights that have been learned through either the PSO algorithm or through the sharing process with the swarms to which they are connected. Also, Algorithm 3 causes weights learned through the PSO algorithm to trickle through the network of swarms as the sharing occurs.

For the network shown in Figure 1 each particle has a two dimensional position vector. Each dimension represents one of the input weights for a swarm’s corresponding neuron. For the network shown in Figure 1 the global best particle in $s_2$ has the position vector $(0.23, 0.24)$ while the global best particle in $s_1$ has the position vector $(0.11, 0.12)$.

Figure 1 presents an example of the ShareWeights function. Before the function executes each swarm’s $\text{pnn}$ only contains the weights learned by that swarm. $\delta_w$ for $s_1$, $s_2$, and $s_3$ is set to infinity for all weights to be learned by $s_1$, $s_2$, and $s_3$. $\delta_w$ for all other weights is set to zero. After $\text{ShareWeights}(s_1, s_3)$ is executed $\text{pnn}_1$ contains the weights learned by $s_3$ and $\text{pnn}_3$ contains the weights learned by $s_1$. Also, $s_1.\delta_w$ has now been incremented to one for each weight learned from $s_3$ and $s_3.\delta_w$ now been incremented to one for each weight learned from $s_1$. Once $\text{ShareWeights}(s_2, s_3)$ has been executed $\text{pnn}_2$ contains the weights learned by $s_3$ and $\text{pnn}_3$ contains the weights learned by $s_2$. Also, since $s_3.\delta_w > s_2.\delta_w$ for the input weights on node 1, $\text{pnn}_2$ now passes the weights learned from $s_3$ to $s_2$. Finally, $s_2.\delta_w$ has now been incremented to one for each weight learned from $s_3$ and $s_3.\delta_w$ has now been incremented to one for each weight learned from $s_2$.

V. EXPERIMENTAL SETUP

To evaluate our algorithm, several experiments were performed on two-layered and four-layered feedforward neural networks. These experiments focused on comparing our algorithm with the OSI algorithm discussed in [8] and the LSPLIT and NSPLIT algorithms discussed in [6]. We did not compare with backpropagation or full PSO since previous work demonstrated the superiority of OSI on these problems [8]. In our experiments the initial weights were set randomly in
For all t-tests we used a 98% confidence interval. For comparison we use the same data sets and network structures as in [8]. For each swarm size, we performed pairwise comparisons using a paired student t-test for each pair of algorithms. These paired student t-tests were performed for both classification error and mean squared error to test for statistical significance. For all t-tests we used a 98% confidence interval. For comparison we use the same data sets and network structures as in [8].

For the first experiment the IONOSPHERE data set obtained from the UCI machine learning repository was used [10]. The data set contains only two classes, but has 34 input dimensions. This data set contains 351 instances. This experiment uses a two-layered neural network with 34 inputs, five hidden neurons, and one output neuron.

For the second experiment the IRIS data set was used. This data set contains three classes and has 150 instances. One class is linearly separable from the other two while the others are not linearly separable from one another. For this experiment a four-input, three-hidden, and one-output network was used.

For the third experiment the GLASS data set was used. This data set contains six classes and has 214 instances. Each instance has nine inputs. This data set is known to have a highly skewed class distribution, making it difficult to learn. For this data set a nine-input, six-hidden, and one-output network architecture was used.

For the fourth experiment we generated data for a four-bit parity problem using the same strategy as in [8]. The data set consisted of 1000 randomly generated data points. Each data point consisted of four inputs generated over the interval [0, 1] and one output. An input was interpreted to have a value of “1” if its value is greater than 0.5 and a value of “0” otherwise; although, the generated floating point values were used for training and testing. When the number of “1”s in all inputs was even, the output was set to “1”; otherwise, the output was set to “0”.

For this data set a four-layered neural network with four inputs, four neurons per hidden layer, and one output neuron was used. Neural networks that have more than two layers, such as the ones to be used in this experiment, are called deep neural networks. Deep networks trained using backpropagation have been found to be much more difficult to train than networks with less than two hidden layers [11].
Our experimental results are summarized in Tables I through VIII. In these tables, each row denotes the method used and each column denotes the swarm size used. For all tables, bold values indicate that the corresponding algorithm’s performance is statistically significantly better than the other algorithms on the data set given the corresponding swarm size. Algorithms that tie statistically for best are bolded. No values for a given swarm size are bolded if all algorithms tie statistically for best. Tables I through IV present the minimum mean squared error on the test data while Tables V through VIII present the classification error.

For the IRIS data set, we observe that, based on the paired t-tests on mean squared error, none of the algorithms significantly outperform the others for most swarm sizes. However, when the swarm size was set to 3, all other algorithms outperformed LSPLIT. The paired t-tests on classification error also indicate that none of the algorithms significantly outperform the other for most swarm sizes. However, for swarm size 17 DOSI and NSPLIT outperformed LSPLIT and OSI in terms of classification error.

With the IONOSPHERE data set, based on the paired t-tests on mean squared error, we observe that DOSI, NSPLIT, and OSI all significantly outperform LSPLIT for most swarm sizes. Based on the paired t-tests performed on classification error, we observe that DOSI, NSPLIT, and OSI significantly outperform LSPLIT when the swarm size is set to 3, 5, or 7.

With the GLASS data set, based on the paired t-tests performed on mean squared error and classification error, we observe that none of the algorithms significantly outperform the other.

However, the paired t-tests performed on classification error indicate that OSI outperformed the other three methods when the swarm size was set to 7, 17, and 20. This may be because the OSI algorithm provides better generalization on the 4BIT problem than our algorithm. However, the paired t-tests on classification error and mean squared error both indicate that DOSI performed statistically equivalent to LSPLIT and NSPLIT.

VII. DISCUSSION

The paired t-tests on mean squared error indicate that DOSI performed either equal to or better than the other methods on all data sets studied. The paired t-tests on classification error indicate that DOSI performed either equally to or better than the other methods on all data sets studied except for the 4BIT data set. On the 4BIT data set OSI statistically outperformed DOSI when the swarm size was set to 7, 17, and 20. We hypothesize that OSI’s superior performance is due to the competition between overlapping swarms. It would be interesting to test this hypothesis by adding similar inter-swarm competition to DOSI to determine if it improves performance. We plan to explore this mechanism in future work.

Although DOSI had slightly higher classification error than OSI in some of the 4BIT cases, it has much lower computational complexity since it only requires a swarm for each neuron rather than requiring a swarm for every possible path through the network. This lower complexity allows DOSI to be used as a learning technique on much larger neural networks. Also, the lack of a global network allows the learning process to be distributed across multiple machines. Such distribution is desirable for large neural networks but is complicated by the global network when considering any of the other methods examined here.

VIII. CONCLUSIONS AND FUTURE WORK

In the paper by Pillai and Sheppard [8] it was shown that the OSI method is effective for training feedforward neural networks with some indication that it would also perform well on deep networks. Unfortunately, their approach requires a swarm for every path in the network. Using this approach, the number of swarms, S, that would need to be generated and managed is

\[ S = P \cdot I \cdot N^H \cdot O. \]

where \( P \) is the number of paths through the network, \( I \) is the number of inputs, \( N \) is the number of neurons per hidden layer, \( H \) is the number of hidden layers, and \( O \) is the number of outputs. Thus, as layers are added to a network the number of paths through the network grows exponentially.

The NSPLIT method [6], on the other hand, is very fast, given the fact local swarms are specified only for each individual node. However, the experimental results demonstrated that, while NSPLIT is effective on shallow networks, as network complexity increased, the effectiveness of the approach tended to break down.

In this paper, we succeeded in combining the advantages of both OSI and NSPLIT, first by enabling a sharing of information between the local swarms, and second by managing the associated computational complexity. The former enabled the training of various types of feedforward networks (including
the deep network for the 4BIT problem), and the latter made the associated process tractable. Furthermore, by focusing on a local fitness evaluation rather than requiring a shared, global network, our resulting DOSI algorithm enables the entire learning process to be fully distributed. As a result, DOSI was shown to perform competitively with OSI and NSPLIT in terms of mean squared error and classification error while carrying the corresponding benefits of enabling distributed implementation and supporting deep network learning.

For future work we will explore methods for inter-swarm competition to improve our algorithm’s performance, especially on deep networks. For example we will explore the case where a swarm associated with a neuron will search for both the input and output weights of that neuron. Swarms that learn the same weights would then compete with one another during inter-swarm communication. This approach will increase the amount of sharing between neighboring swarms without introducing a combinatorial increase in computational burden. We will test the competitive sharing approach to NSPLIT and LSPLIT, as well as other learning methods (e.g., deep belief networks [12] and convolutional networks [13]), specifically on deep structure learning problems.
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