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Abstract—The one-sided Exemplar Adjacency Number (EAN) is a known problem for computing the exemplar similarity between a generic linear genome $G$ with gene duplications and an exemplar genome $H$ (over the same set of $n$ gene families). In this problem, we need to compute an exemplar genome $G$, which is a permutation obtained from $G$, such that the number of common adjacencies between $G$ and $H$ is maximized. Unfortunately, the problem is not only NP-hard but also NP-hard to approximate. In this paper, we approach the problem by relaxing the constraint such that a sub-permutation $G'$ obtained from $G$ does not have to include all the gene families, but still needs to have a length at least $k$. Hence $G'$ is called a pseudo-exemplar genome.

Then, a slightly more general problem (One-sided EAN+) is defined: compute a pseudo-exemplar genome $G'$ from $G$ such that the number of common adjacencies between $H$ and $G'$ is maximized. Certainly One-sided EAN+ contains One-sided EAN as a special case; moreover, it presents some flexibility in designing algorithms. Firstly, we relax and formulate the One-sided EAN+ problem as the maximum independent set (MIS) on a colored interval graph and hence reduce the appearance of each gene to at most two times. We show that this new relaxation is still NP-complete, though a simple factor-2 approximation algorithm can be designed; moreover, we also prove that the problem cannot be approximated within $2 - \epsilon$ by a local search technique. We then show that this relaxed version is fixed-parameter tractable (FPT). Secondly, to ensure that each gene appears in $G'$ at most once, we use integer linear programming (ILP) to solve this problem. Finally, we implement our algorithm and compare it with the up-to-date software GREDU, with simulated signed and unsigned genomes. It turns out that our algorithm is more stable and can process genomes of length up to 12,000 for signed genomes (while GREDU can falter on such a large signed genome and it cannot handle unsigned genomes at all).
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I. INTRODUCTION

Computing the distance/similarity of two genomes is essential for building the evolution history of a genome. In the past two decades, there have been three general ways to compute the genomic distance or similarity between general genomes (with gene duplications): (1) computing the exemplar genomic distance (i.e., deleting all but one gene for each gene family) [20], [4], [5], [7], [2], [3], [16], (2) computing the number of common adjacencies between them [2], [14], [15], [17], [18], [22], [13], and (3) computing the minimum common partition number [9]. As our method somehow falls into (1), we review the corresponding methods in more detail.

In 1999, Sankoff formulated the exemplar breakpoint distance problem as follows: select exactly one gene from each gene family from two generic genomes $G$ and $H$ over the same set of gene families such that the breakpoint distance between the two resulting exemplar genomes $G$ and $H$ is minimized [20]. From a theoretical point of view, computing the exemplar breakpoint distance is not only NP-hard [4], but also NP-hard to approximate (regardless of the approximation factor) when each gene appears in $G$ and $H$ at most three times [5] or twice [3], [16]. This was shown by proving that deciding whether the optimal exemplar breakpoint distance is zero, i.e., whether $G = H$, is NP-complete. Hence, computing any approximation solution is NP-hard.
Nonetheless, several algorithms have been proposed for the problem. Sankoff first proposed a branch-and-bound approach for the exemplar breakpoint distance problem [20]. Nguyen et al. developed a more efficient divide-and-conquer algorithm for the problem [19]. Angibaud et al. presented an integer linear programming (ILP) method for computing the exact breakpoint distance [1]. More recently, Shao and Moret gave a slightly relaxed formulation for the exemplar breakpoint distance problem where not all gene families need to show up in the final (reduced) genomes, and they then implemented a fast and exact algorithm (named GREDU) using ILP [21].

The exemplar adjacency number problem is simply the complement of the exemplar breakpoint distance problem [6], [8]. Formally, the Exemplar Adjacency Number (EAN) problem can be defined as follows: given two generic linear genomes $G$ and $H$ over a set of $n$ gene families, delete duplicated genes to obtain two exemplar genomes $G$ and $H$ of length $n$, such that the number of (common) adjacencies between $G$ and $H$ is maximized. The One-Sided EAN problem is the special case when $H(= H)$ is given exemplar.

For the EAN problem, Chen et al. first showed that if $H(= H)$ is exemplar and the other genome $G$ is 2-repetitive (i.e., a gene from each of the $n$ gene families appears at most twice in $G$), then this version of One-sided EAN admits neither a polynomial-time factor-$0.5$ approximation unless $P = NP$, nor an FPT algorithm unless FPT=$W[1]$ [6], [8]. (FPT stands for fixed-parameter tractable, the formal definition is given in Section 4.) A factor-$n^{0.5}$ approximation algorithm was presented for the EAN problem when each gene appears at most twice in both $G$ and $H$ [8]. Intuitively, due to the hardness result of the EAN problem (especially that a gene in each gene family must appear in $G$), it is not convenient to design efficient algorithms.

In this paper, we investigate the One-sided EAN problem whose input is $G$ and $H$, over a set of $n$ gene families. We first relax the problem by deleting genes from $G$ such that the reduced (pseudo-exemplar) genome $G^*$ is a sub-permutation of length at most $n$, and the objective is still to maximize the number of (common) adjacencies between $G^*$ and $H$. We call this problem One-sided EAN+, which is a generalized version of One-sided EAN and is at least as hard as the latter. (Note that the two problems are not exactly the same. For example, $G = 315264$ and $H = 123456$, for the latter problem there is no common adjacency while in the former we could still delete 2 to obtain a common adjacency.)

On the other hand, One-sided EAN+ does give us some freedom in designing algorithms. We first obtain a new relaxation of the problem as the maximum independent set (MIS) on a colored interval graph — a new variant of interval graph for linear genomes where the intervals corresponding to the potential adjacency $ab$ or $-b - a$ in $G$ are given the same color. While it is well-known that MIS on interval graphs is polynomially solvable [12], we show in this paper that the MIS problem on colored interval graphs becomes NP-hard. On the other hand, a simple factor-2 approximation, a twist of Gavril’s greedy algorithm [12], can be obtained. We show, a bit surprisingly, that a simple local search cannot further improve the 2 factor; moreover, we also show that this MIS problem on colored interval graphs is fixed-parameter tractable (FPT).

The above MIS approximation only gives us a reduced/relaxed instance for the One-sided EAN+ problem. Let $G'$ be the reduced instance for $G$, obtained by the approximate MIS solution. In $G'$, each gene appears at most twice in $G'$ (and some gene family might not appear in $G'$ at all). The next step is to use ILP to compute the number of exemplar (common) adjacencies between the pseudo-exemplar genome $G^*$ (obtained from further reducing $G'$) and $H$. (We comment that $H$ is never altered, and this is different from the method by Shao and Moret [21].)

We implemented the algorithm and tested it on simulated genomes, generated in very much the same way as in [21]. (We used both signed and unsigned genomes, though in [21] only signed ones were used.) The comparison with GREDU [21] indicates that our algorithm is more stable and generates comparable number of adjacencies (though the definitions of the adjacencies differ a little, as discussed above). The details are in Section 4.

This paper is organized as follows. In section 2, we make necessary definitions. In section 3, we approach the One-sided EAN+ problem by first reformulating it as the maximum independent set on colored interval graphs, and then proving its NP-hardness. In section 4, we first design a simple 2-approximation algorithm (to obtain a reduced instance). In addition, we show that the problem is FPT (though the high running time makes it impractical). Finally we use ILP to solve the reduced instance exactly. In section 5, we present our empirical results in comparison with GREDU on simulated genomes (with enough duplicated genes). In section 6, we conclude the paper and point out some directions for future work.

II. Preliminaries

As genomes could be signed or unsigned, in this section we focus on the former (the latter is clear form the context, which will be explained in the next section). Given a set $F$ of $n$ gene families (alphabet), a (signed) genome $G$ is a sequence of elements of $F$ such that each element is with a sign (+ or -). Given a (signed) genome with a gene in each family appearing exactly once (which is called exemplar) $G = g_1 g_2 \cdots g_n$, we say that the gene $g_j$ immediately precedes $g_{j-1}$ if $j = i+1$. Given two exemplar genomes $G, H$, if gene $a$ immediately precedes $b$ in $G$ and neither $a$ immediately precedes $b$ nor $-b$ immediately precedes $-a$ in $H$, then they constitute a breakpoint in $G$. Then the breakpoint distance is simply the number of breakpoints in $G$ or $H$, denoted as $bd(G,H)$. Similarly, given exemplar genomes $G, H$, if gene $a$ immediately precedes $b$ in $G$ and either $a$ immediately precedes $b$ or $-b$ immediately precedes $-a$ in $H$, then they constitute a (common) adjacency in $G$. The adjacency number is the number of (common) adjacencies in $G$ or $H$, denoted as $an(G,H)$. For exemplar genomes $G, H$, we have the equation $bd(G,H) + an(G,H) = n − 1$. For example, let $G = 12345, H = −5 − 4312$, then there are two adjacencies and two breakpoints between $G$ and $H$.

Given two generic genomes (i.e., with gene duplications) $G$ and $H$ the exemplar breakpoint distance between them,
denoted as $\text{ebd} (G, H)$, is the minimum breakpoint distance $\text{bd} (G, H)$ among all exemplar genomes $G, H$ obtained from $G$ and $H$. Similarly, the exemplar adjacency number between $G$ and $H$, denoted as $\text{eaa} (G, H)$, is the maximum adjacency number $\text{an} (G, H)$ among all exemplar genomes $G, H$ obtained from $G$ and $H$. Again, we have the equation $\text{ebd} (G, H) + \text{eaa} (G, H) = n - 1$.

The problem of computing $\text{eaa} (G, H)$ is formally defined as the Exemplar Adjacency Number (EAN) problem. When one of $G, H$ is given exemplar, the corresponding problem is called One-sided EAN problem. Throughout this paper, we assume that $H$ is given exemplar and we use $H$ instead of $H$ henceforth. A genome $G^+$ with length at least $k$ ($k \leq n$), obtained from $G$ by deleting duplicated genes (but each gene appears at most once in $G^+$), is called a pseudo-exemplar genome. (Note that $G^+$ is really a sub-permutation and the definitions of breakpoints and adjacencies between pseudo-exemplar genomes are the same as for exemplar genomes, except that they do not necessarily sum to $n - 1$ any more.)

Given $k$, the problem of computing $G^+$ from $G$ such that the number of adjacencies between $G^+$ and $H$ is maximized, is hence called the One-sided EAN+ problem. (Note that One-sided EAN+ contains One-sided EAN as a special case when $k = n$; hence it is at least as hard as the latter.)

Finally, an interval graph $I = (V, E)$ is a graph whose vertices have an one-to-one correspondence to a set of intervals on a line. An interval $u = (l(u), r(u))$ is represented by its left endpoint $l(u)$ and the right endpoint $r(u)$. There is an edge between two vertices $u, v \in V$ iff the intervals have a non-empty intersection. See Fig. 1 for an example.

In the next section, we present a new method for the One-sided EAN+ problem. We start with a different relaxation/formulation of the problem.

III. A NEW FORMULATION OF THE PROBLEM

As discussed earlier, the input for us is a generic linear genome $G$ and an exemplar linear genome $H$, over the same set of gene families. First of all, we try to identify some disjoint intervals in $G$, one for each color (each corresponding to a unique 2-substring in $H$). These intervals are the vertices of the corresponding colored interval graph $I$. Then we try to identify the maximum number of disjoint intervals in $G$, each of a different color. Clearly these intervals form a maximum (colored) independent set in $I$. We show how these intervals are constructed as follows.

For each 2-substring $a_i a_{i+1}$ in $H$, we list all the minimal intervals $a_i \beta a_{i+1}$ or $-a_i 1 \beta a_i$ (for unsigned genomes $a_i 1 \beta a_i$) in $G$ such that the contents $\beta$ could be deleted to have a potential adjacency $a_i a_{i+1}$ or $-a_i 1 - a_i$ ($a_i 1 a_i$ for unsigned genomes). Note that a substring $\alpha \beta \gamma$ is minimal if the substring $\beta$ does not contain $x$, or $y$, or a subsequence (potential adjacency) $-\gamma - x$. All the minimal intervals in $G$ corresponding to $a_i a_{i+1}$ in $H$ are given the same color. See Fig. 1 for an example of a colored interval graph where an unsigned genome is used.

We define the Maximum Independent Set (MIS) problem in a Colored Interval Graph (MIS-CIG for short) as follows.

Problem: MIS-CIG

Instance: A set $I$ of $m$ intervals on a line, each is colored by one of the $k$ ($k < m$) colors, and a parameter $k_1 \leq k$.

Question: Are there $k_1$ disjoint intervals of different colors?

We show next that MIS-CIG is NP-complete.

A. Hardness of MIS-CIG

Theorem 1: The MIS-CIG problem is NP-complete.

Proof: It is easy to see that MIS-CIG is in NP. To prove its NP-completeness, we reduce the classic 3SAT problem to MIS-CIG. Given a Boolean formula $\phi$ in 3-conjunctive normal form, $\phi = F_1 \land F_2 \land \cdots \land F_\ell$, where each of the $\ell$ clauses $F_i$ has three distinct literals from a set of $m$ boolean variables $x_1, x_2, \ldots, x_m$ and their negations, the problem is to decide whether $\phi$ is satisfiable.

For each literal (variable $x_i$ and its negation $\overline{x_i}$), we construct two copies of interleaving intervals of four different colors $4i - 3, 4i - 2, 4i - 1, 4i$. (See Figure 2.) If $x_i$ is assigned TRUE, we select $4i - 3, 4i - 1$ at the top-right corner and $4i - 2, 4i$ at the bottom-left corner. If $x_i$ is assigned FALSE, we select $4i - 3, 4i - 1$ at the top-left corner and $4i - 2, 4i$ at the bottom-right corner. For each clause $F_j$, we create three very small intervals of the same color ($F_j$). We put the interval with color $F_j$ under the interval $4i - 3$ of $x_j$ if $x_j$ appears in $F_j$, and we put the interval with color $F_j$ under the interval $4i - 3$ of $\overline{x_j}$ if $\overline{x_j}$ appears in $F_j$. We give an example to illustrate the construction. Assume we have a 3SAT formula $\phi = F_1 \land F_2 \land F_3 \land F_4$, with $F_1 = (x_1 \lor \overline{x_2} \lor x_3), F_2 = (x_1 \lor x_2 \lor \overline{x_4}), F_3 = (\overline{x_2} \lor \overline{x_3} \lor x_4)$, and $F_4 = (x_1 \lor \overline{x_3} \lor \overline{x_4})$. In Fig. 2, we show the corresponding construction for $\phi$.

We prove next that $\phi$ is satisfiable if and only if the colored interval graph has an IS of $4m + \ell$ intervals (all with different colors).

"Only if part:" Suppose that the 3SAT instance $\phi$ is satisfiable. If $x_i$ is assigned TRUE, we select the top-right intervals $4i - 3, 4i - 1$, the bottom-left intervals $4i - 2, 4i$ and all other $F_j$ intervals in the bottom row under the unselected interval $4i - 3$ as part of the MIS. (If multiple $F_j$ intervals are selected, we just arbitrarily keep one of them.) If $x_i$ is assigned FALSE, we select the top-left intervals $4i - 3, 4i - 1$, the bottom-right intervals $4i - 2, 4i$ and all other $F_j$ intervals in the bottom row under the unselected interval $4i - 3$ as part of the MIS. Consequently, we obtain an MIS with $4m + \ell$ intervals (all with different colors).
“If part”: Suppose that the colored interval graph contains an independent set of $4m + \ell$ intervals, all with different colors. As we have exactly $4m + \ell$ different colors, all colors must appear in the independent set. For the two groups of interleaving intervals $4i-3, 4i-2, 4i-1$ and $4i$ (corresponding to $x_i$ and $\bar{x}_i$ respectively), clearly we could only select them in two different ways. We could either select the top-right $4i-3, 4i-1$ and the bottom-left $4i-2, 4i$ intervals, or we could select the top-left $4i-3, 4i-1$ and the bottom-right $4i-2, 4i$ intervals. In the former case, we assign $x_i$=TRUE, and then the $F_j$ intervals containing $x_i$ will be in the independent set as the top-left interval $4i-3$ (which intersects all the $F_j$ intervals containing $x_i$) is not selected. In this case, $F_j$ evaluates to TRUE and is satisfied. Similarly, we could show $F_j$ containing $\bar{x}_i$ is also satisfied if we select the top-left $4i-3, 4i-1$ and the bottom-right $4i-2, 4i$ intervals, which corresponds to assigning $x_i$=FALSE. As all intervals of color $F_j$ must appear in the independent set once (hence all clauses $F_j$’s are satisfied in $\phi$), we have a truth assignment for all the variables to satisfy $\phi$.

The reduction obviously takes $O(m + \ell)$ time. Hence the theorem is proven.

In Fig. 3, we show the selected intervals for $x_1$=TRUE, $x_2$=FALSE, $x_3$=TRUE, and $x_4$=FALSE.

---

A. A factor 2-approximation

A factor-2 approximation for MIS-CIG can be obtained using a twist of the well-known greedy method. Firstly, the intervals are sorted according to their right endpoints (from left to right). Secondly, we scan the intervals from left to right, according to the sorted order, and put the first interval $I_1$ in the solution. Then we delete all the intervals of the same color with $I_1$ or intersecting $I_1$, and repeat this process until no more interval can be put in the solution.

Algorithm 1 Greedy algorithm

1) $m \leftarrow$ size of $I$.
2) $S \leftarrow \emptyset$.
3) Sort all intervals in $I$ according to their right endpoints as $I_1, ..., I_m$.
4) Delete from $I$ all the intervals of the same color with $I_1$ or intersecting $I_1$.
5) Delete $I_1$ from $I$.
6) $S \leftarrow S \cup \{I_1\}$.
7) while $I \neq \emptyset$:
   8) $I_t \leftarrow$ the first interval in $I$.
   9) $S \leftarrow S \cup \{I_t\}$.
10) Delete all the intervals of the same color with $I_t$ or intersecting $I_t$.
11) Delete $I_t$ from $I$.
12) Return $S$.

---

IV. ALGORITHMS

In this section, we design a factor-2 approximation algorithm for the MIS-CIG problem. (Moreover, we prove that the approximation factor cannot be improved to be less than 2 by some simple local search technique.) This gives us a reduced instance $G'$ where each gene appears at most twice in it. We then show that MIS-CIG is FPT, though the results is only of theoretical meaning. Finally, we use ILP to efficiently delete extra gene duplications in $G'$ while computing the maximum number of (common) adjacencies.

---

It is straightforward to see that the algorithm returns a set $S$ of intervals. We show below that $S$ is a factor-2 approximation for MIS-CIG. Let $I_i \in S$ and let $I_j$ be some interval which intersects $r(I_i)$ (the right endpoint of $I_i$). As the algorithm scans intervals from left to right, any optimal solution not containing $I_i$ must either contain an interval of the same color with $I_j$, or contain an interval of the same color with $I_j$ (inclusive of $I_j$), or both. Hence the approximation algorithm would return at least a half of the optimal solution associated with $r(I_i)$. Applying this argument inductively, we could conclude that $S$ is a factor-2 approximation for MIS-CIG.
B. A local search improvement?

With the greedy algorithm, it is natural to try to improve $S$ using local search. Let $I$ be the input intervals for the MIS-CIG problem. We search for a subset of $c$ intervals in $S$, $S_c$, such that putting $S_c$ back to $I \setminus S$ enables us to find locally a subset $S'_c$ of more than $c$ independent intervals with different colors and all the colors in $S'_c$ do not appear in $S \setminus S_c$. Then $(S \setminus S_c) \cup S'_c$ would give us a better solution than $S$ and we update $S \leftarrow (S \setminus S_c) \cup S'_c$. This process will continue until no $S_c$ can be found. For a constant $c$, we call the corresponding local search procedure $c$-local search. Unfortunately, for $c = 1, 2$, this local search method cannot improve the result in the worst case. We summarize the result as follows.

**Theorem 2:** Algorithm 1 returns a $2$-approximation for MIS-CIG. For $c = 1, 2$ and some constant $\varepsilon$, the solution obtained by Algorithm 1 cannot be improved to have an approximation factor smaller than $2 - \varepsilon$ using $c$-local search.

**Proof:** We only show the second part, as the first part has just been proved. Assume to the contrary that with $c$-local search, $c = 1, 2$, we could obtain a $2 - \varepsilon$ approximation for the MIS-CIG problem. We construct an instance with $3n + 2$ intervals, with $2n$ colors $(0, 1, ..., 2n - 1)$. The greedy algorithm would select the intervals at the bottom row with colors $0, 1, 2, ..., n$. The optimal solution is to select all the intervals in the top row (except the last interval with color 0), with colors $0, 1, 2, 2n - 2, 2n - 1$. When context is clear, we just call an interval with color $i$ interval $i$. See Fig. 4.

![Fig. 4. Illustration for the proof of Theorem 2.](image)

To see that $c$-local search does not incur any improvement for $c = 1, 2$, it is important to notice that any interval $i$ ($i > 0$) at the bottom row contains an interval $i - 1$ at the top row; moreover, the two neighboring intervals of $i - 1$ at the top row, $n + i - 1$ and $(n + i) \mod 2n$, are both intersecting with the corresponding neighboring intervals of $i$ at the bottom row. (For interval 0 at the bottom row, it intersects interval $n$ at the top row.) Hence, for $1$-local search, it is impossible to obtain a larger independent set by swapping interval $i$ at the bottom row with two intervals in new colors at the top row. Similarly, for $2$-local search, it is impossible to obtain a larger independent set by swapping two intervals $i, j$ at the bottom row with three intervals in new colors at the top row.

For this instance, the approximation factor of the greedy method is

$$\frac{2n}{n + 1} = 2 - \frac{2}{n + 1} > 2 - \varepsilon,$$

when $n > \frac{2}{1 - 2\varepsilon}$ (i.e., when $n$ is sufficiently large). Hence, the approximation factor of the greedy algorithm is tight, whether or not $c$-local search, $c = 1, 2$, are applied.

Note that when $c \geq 3$, the above argument does not work anymore. On the other hand, a local search with $c \geq 3$ could incur a high cost. Hence, after a reduced genome $G'$ is obtained through the MIS approximation, we would use integer linear programming (ILP) instead. In the next subsection, for theoretical purpose, we describe a simple FPT algorithm for the problem.

C. An FPT algorithm

We show briefly an FPT (fixed-parameter tractable) algorithm for this problem. (An FPT algorithm for a decision problem with parameter $k$ is one which runs in $O(f(k)n^r) = O'(f(k))$ time, where $f(-)$ is any computable function, $n$ is the input size and $c$ is a constant not related to $n$ and $k$ [10], [11].) The algorithm is very similar to the above greedy algorithm. Note that here the question is to decide whether there are $k$ non-intersection segments spanning all the $k$ colors.

We first take all possible permutations of the $k$ colors, i.e., $k!$ of them. For each permutation $\pi_i = (i_1, i_2, ..., i_k)$, we check whether there is a solution of $k$ non-intersecting segments all with different colors such that reading their colors from left to right, we get exactly $\pi_i$. It is straightforward to see that if such a solution exists, then there must be a solution whose leftmost segment/interval is the leftmost segment/interval with color $i_1$. Then we could repeatedly apply this greedy idea to obtain the leftmost segment of color $i_{j + 1}$ (provided that it does not intersect the previously selected segment with color $i_j$), until we obtain the segment with color $i_k$. Since we have to try over all possible permutations of the $k$ colors, this algorithm obviously takes $O'(k!)$ time.

The algorithm can clearly be improved. We could use a standard dynamic programming algorithm. Let $S_1, S_2, \ldots, S_n$ be the list of intervals sorted by their right endpoints and let $c_i$ be the color of $s_i$ for $i = 1..n$. Assume that $K$ is the set of $k$ given colors and $C \subseteq K$, we define $U[C, s_1]$ as the binary table deciding whether there is a set of $|C|$ disjoint intervals in the list $s_1, s_2, ..., s_n$ such that they are all of different colors and the union of their colors is exactly $C$. Let $S[C, s_1]$ be the corresponding set of these $|C|$ intervals. To be more precise, $U[C, s_1] = \text{TRUE}$ if such a solution $S[C, s_1]$ exists; otherwise, $U[C, s_1] = \text{FALSE}$. Initially, $U[C, s_1] = \text{TRUE}$ for all $i$. Given $s_i$, let $s_{\ell}$ be the rightmost interval to the left of $s_i$ that does not intersect $s_i$, i.e., $\ell$ is the largest index $j$ satisfying $j < i$ and $s_j \cap s_i = \emptyset$. Let $s_{\ell}$ be any interval to the left of $s_i$, i.e., $\ell < i$. If $s_{\ell}$ does not intersect any segment in a set of segments $S$, we denote $s_i \cap S = \emptyset$.

We show how $U[C, s_i]$ is updated as follows. The update for $S[C, s_i]$ is trivial, hence omitted.

$$U[C, s_i] = (U[C \setminus \{c_i\}, s_i] \land (s_{\ell} \cap S[C \setminus \{c_i\}, s_i] = \emptyset)) \lor U[C, s_{i-1} \lor U[C \setminus \{c_i\}, s_{\ell}])$$

We explain the three updates in more detail.

1) $U[C, s_i]$ is updated through an interval $s_{\ell}$ to the left of $s_i$ where $s_{\ell}$ does not intersect any interval in the current solution $S[C \setminus \{c_i\}, s_i]$ and its color is new.
2) $U[C, s_i]$ is updated by not including $s_i$ in the solution.
3) $U[C, s_i]$ is updated by including $s_i$ in the solution.

Then, there is a colored independent set spanning all the $k$ colors iff $U[K, s_n]$ is TRUE. The actual solution can be found in $S[K, s_n]$. The running time of this dynamic programming
algorithm is obviously $O^*(2^k)$ as we have $2^k$ subsets for $k$ colors.

Theorem 3: MIS-CIG can be solved with an FPT algorithm in $O^*(2^k)$ time.

Unfortunately, for our application, $k$ is usually large. (In fact, $k$ could be as large as a couple of thousands.) Hence, this FPT algorithm is only of some theoretical meaning. To handle the practical problem, we will use integer linear programming (ILP), which will be described next.

D. ILP formulation on the reduced instance

As we use ILP in this subsection, we just use integers to represent genes. For the ease of description, we focus on unsigned genes here. (In our implementation we in fact cover both signed and unsigned genes.)

In the reduced genome $G'$ each gene appears at most twice after using the MIS approximation in a colored interval graph on the original (generic) genome $G$ — where some gene might not appear in $G'$ at all. This is due to that each gene $i$ could appear in two intervals, e.g., $(i-1,i)$ and $(i,i+1)$, which could be a long distance away. Hence from $G'$ we could only hope to compute a pseudo-exemplar genome (i.e., each gene appears at most once, some might never appear). In the the following, we use integer linear programming (ILP) on the reduced genome $G'$ to obtain a pseudo-exemplar genome with the input being pairs of genes appearing in the form $(i,i+1)$ or $(i-1,i)$. We keep the order of genes in the intervals resulting from the greedy method. For example, $G' = [78, 56, 43, 67, 23, 12]$.

Let $x_{ij}$ denote the $k$-th interval with content (or simply color) $ij$ with $|j-i| = 1$. As $i,j$ each could appear twice in $G'$ we have $k \leq 4$, i.e., we could have at most 4 different ways to form the adjacency $(i,j)$. Note that $j = i-1$ or $j = i + 1$. We comment that we never alter $H$, while using the algorithm in [21] $H$ could be altered. An example is as follows, $G = 12845678, H = 12345678$. With the algorithm in [21], the optimal solution is $G = H = 1245678$, with five adjacencies. With our problem $H$ is already exemplar so we cannot alter it, and the optimal solution is $G = 1245678$ and $H = 12345678$, with only four adjacencies. Moreover, our optimal solution might not be unique and it could be a pseudo-exemplar genome, e.g., $G' = 1245678$ or $G' = 1245678$ (while $H = 1245678$).

In $G'$, there could be two genes from each gene family. Let $y_{ij}$ ($j = 1,2$) represent each gene from its gene family $y$. Two adjacent pairs $(i,i+1), (i+1,i+2)$ are called neighboring pairs, and two adjacent pairs $(i,i+1), (i+2,i+3)$ are called consecutive pairs. (Note that one or both of them could be in reverse order.) If these pairs are all sorted, then we call them sorted-neighboring and sorted-consecutive respectively. If two adjacent pairs have other pairs separating them, say $[45, 89, 67]$, we define them as disjoin-neighboring pairs or disjoint-consecutive pairs — depending on whether they share a gene or not. A block is composed of a sequence of neighboring or consecutive pairs. For example, $[12, 23, 45, 56, 76, 89]$. Our objective function is to maximize the number of adjacencies.

$$\max \sum_{i,j} x_{ij}.$$

Our idea on applying ILP to the reduced instance is as follows. We identify all the blocks and we then solve them locally using ILP. Then these local solutions are put together to have a final solution. We give more details as follows. First, we perform some preprocessing by computing maximal common substrings in $G'$ (with respect to $H$), keep the longest ones (when there is a conflict) and delete all the corresponding duplicated genes. Second, identify all the blocks and apply five groups of ILP constraints: overlapping, same-color, adjacency, non-adjacency and exemplar constraints.

Preprocessing:

1) We compute all maximal common substrings (in either a normal or reversed order) between $G'$ and $H$ and keep those with no conflict (i.e., no common intersections). For instance, with $H = 1234567$, a substring of $G'$, $[45, 67]$, would be kept. If two maximal common substrings have a conflict, we would keep the longer one and delete all the duplicated genes in the shorter substring. For example, let $G' = [7654321234]$ and $H = 1234567$. Then we have two maximal common substrings: $C_1 = [7654321]$ and $C_2 = [1234]$. The two substrings 4321 and 1234 cause a conflict, but $(2,3,4)$ is the set of duplicated genes. If we delete $[32]$ from $C_1$, we get $[7651234]$. But the optimal solution is $[7654321]$ by deleting $[234]$ in $C_2$.

2) If there is a pair between two disjoint-consecutive pairs, we keep the consecutive pairs and delete the pair in the middle. For example, we keep $[45, 67]$ from $[45, 89, 67]$ while $[89]$ is deleted.

3) For two sorted-neighboring pairs, we delete one gene which appears in the middle. For example in $[45, 56]$, we delete $[5]$. The following lemma can be proved.

Lemma 1: The preprocessing procedure cannot reduce the number of adjacencies in the optimal solution.

We next illustrate all the five groups of constraints.

Adjacency constraints: Identify blocks of neighboring and consecutive pairs of genes and the number of distinct genes involved. In each block, we apply some adjacency constraint. For example, $[56, 76, 87]$, with four distinct genes. In this case, it can form at most 3 adjacencies using the following adjacency constraint.

$$x_{56}^i + x_{56}^j + x_{67}^i + x_{67}^j + x_{78}^i + x_{78}^j \leq 3 \quad (4)$$

Non-adjacency constraints: For every pair $(i,i+1)$, find the disjoint-neighboring pair $(i+1,i+2)$ in other blocks such that there are more than two genes between them. In this case, one of them could be selected. Likewise, for two disjoint-consecutive pairs $(i,i+1), (i+2,i+3)$ in different blocks with more than two genes between them, both of them could be selected. The corresponding constraints are as follows. Here we have $1 \leq p,q,r,s \leq 4$. 


\[ x_{i,j+1}^q + x_{i+1,j+2}^q \leq 1 \]
\[ x_{i,j+1}^q + x_{i+2,j+3}^q \leq 2 \]

**Overlapping constraints:** For a set of overlapping intervals, at most one could be selected. For example, for a substring of \( G' \), 457689, we have three overlapping intervals and the constraint is as follows.

\[ x_{56}^q + x_{67}^q + x_{78}^q \leq 1 \]

**Same-color constraints:** Given a set of identical intervals, only one of them could be selected. Note that these intervals cannot all come from the MIS solution. For example, the optimal solution in \([67 \ 45 \ 65 \ 78]\) is \(457689\). We use the same color constraint to delete the first interval \(67\).

\[ x_{i,j}^q + x_{i+1,j}^q + x_{i,j+1}^q \leq 1 \]

**Exemplar constraints:** It is required that at most one gene from each family could appear in the final solution.

\[ y_{11} + y_{12} \leq 1 \]
\[ y_{21} + y_{22} \leq 1 \]
\[ \vdots \]
\[ y_{n1} + y_{n2} \leq 1 \]

Finally, if the variable \( x_{i,j}^k \), which represents an interval (formed by a pair of genes) is selected, we also require that the two variables \( y_{i,j} \) and \( y_{i+1,j} \), which are the elements of \( x_{i,j}^k \), be selected as well. If the gene \( y_{i,j} \) forming the adjacency \( x_{i,j}^k \) is not selected, then \( x_{i,j}^k \) should also be discarded. The corresponding constraints are as follows.

\[ y_{i,j} \geq x_{i,j}^k \]
\[ y_{i+1,j} \geq x_{i,j}^k \]

Of course, \( x_{i,j}^k \) and \( y_{i,j} \) must all be binary variables, representing every pair of genes and every single gene in the reduced genome.

\[ x_{i,j}^k \in [0,1] \quad (i=1,2,\ldots,n; \ j=1,2,\ldots,m) \]
\[ y_{i,j} \in [0,1] \quad (i=1,2,\ldots,n; \ j=1,2) \]

**V. SIMULATION RESULTS**

Our simulation is composed of two parts. In the first part, we perform data generation and greedy exemplar selection. This part was coded in Java. The second part applies the ILP implementation to compute the pseudo-exemplar genome, which was coded in Matlab (using CPLEX for ILP). (On the other hand, the GREDU software was coded in C++ which is usually much faster; moreover, instead of CPLEX, the ILP package GUROBI was used in GREDU.) We ran our Greedy-ILP algorithm as well as GREDU on a PC with 2.5 GHz Intel Core processor and 4 GB of memory.

Our simulated data are generated in a similar way as in [21]. The dataset generator first constructs an exemplar genome \( H \) of size \( n \), comprising of an integer sequence \([1..n]\). Each number in \([1..n]\) represents a unique gene. Then, it constructs some generic genome \( G \) by mutating \( H \) in \( m \) rounds, where \( m \) is a user-defined integer that roughly corresponds to the number of generations between \( H \) and \( G \). A mutation cycle on a genome is performed by traversing each gene \( g \) in the genome, and mutating the substring around \( g \) with some probability. Our generator can perform up to nine different mutations:

- **Unit Reversal**: Given a gene, \( g_k \), switch the locations of \( g_k \) and \( g_{k+1} \) with a probability of \( p_1 \).
- **Unit Insertion**: Insert an arbitrary gene at location \( k \) with a probability of \( p_2 \).
- **Unit Deletion**: The gene \( g_k \) is removed with a probability of \( p_3 \).
- **Unit Duplication**: The gene \( g_k \) is copied and then inserted at location \( k+1 \) in the genome with a probability of \( p_4 \).
- **Segment Reversal**: Given some length \( l \) and a gene \( g \), the ordering of the genome between genes \( g_k \) and \( g_{k+l} \) is reversed with a probability of \( p_5 \).
- **Tandem Duplication**: Given some length \( l \) and a gene \( g \), the genes between \( g_k \) and \( g_{k+l} \) are copied and placed at location \( k+l+1 \) with a probability of \( p_6 \).
- **Segment Deletion**: Given some length \( l \) and a gene \( g \), the genes between \( g_k \) and \( g_{k+l} \) are removed with a probability of \( p_7 \).
- **Segment Duplication**: Given some length \( l \) and a gene \( g \), the sequence of the genome between \( g_k \) and \( g_{k+l} \) is copied and then inserted at a random location out of the interval \([k,k+l-1]\) in the genome with a probability of \( p_8 \).
- **Transposition**: Given some length \( l \) and a gene \( g \), a transposition operation is performed on a segment of length \( l \) starting at \( g_k \) with a probability of \( p_9 \).

Every mutation cycle is performed on the mutated genome from the previous cycle, until \( m \) cycles have completed. Both the exemplar genome \( H \) and the genome \( G \) are then saved. These \((H,G)\) pairs are then used as test datasets for our Greedy-ILP algorithm, and also for the GREDU software that we compare against.

Throughout our simulations we use four different settings: \( P_1, P_2, P_3 \) and \( P_4 \), which are further defined as follows.

- \( P_1 = \{ p_1 = 0.05, p_2 = 0.10, p_3 = 0.05, p_4 = 0.05, p_5 = 0.03, p_6 = 0.06, p_7 = 0.03, p_8 = 0.10, l = 5 \} \)
- \( P_2 = \{ p_1 = 0.20, p_2 = 0.15, p_3 = 0.15, p_4 = 0.10, p_5 = 0.05, p_6 = 0.08, p_7 = 0.04, p_8 = 0.12, p_9 = 0.10, l = 1 \} \)
- \( P_3 = \{ p_1 = 0.20, p_2 = 0.18, p_3 = 0.10, p_4 = 0.10, p_5 = 0.05, p_6 = 0.09, p_7 = 0.05, p_8 = 0.10, p_9 = 0.00, l = 10 \} \)
- \( P_4 = \{ p_1 = 0.20, p_2 = 0.18, p_3 = 0.10, p_4 = 0.10, p_5 = 0.05, p_6 = 0.09, p_7 = 0.05, p_8 = 0.10, p_9 = 0.00, l = 5 \} \)

While these cases are not exhaustive with regard to the coverage of genome generations, they do provide the three unique cases of genomes that we are interested in for our comparison of our algorithm and GREDU. The first case, \( P_1 \) is designed to not mutate aggressively, and is designed to change slowly. This means that most of the gene families will still be in the same ordering as the exemplar genome, and
many aligned pairs should be found. The second case, \( P_2 \), is
designed for rapid mutations. Higher mutation rates coupled
with a small \( l \) value mean that the genome generated will
likely have a vastly different relative ordering of gene families
compared to the exemplar genome, and few adjacencies should
be found compared with \( P_1 \). The last two cases, \( P_3 \) and \( P_4 \),
are somewhat of a mixture of \( P_1 \) and \( P_2 \). The mutation rates
are still set relatively high, but the value of \( l \) is varied to 10
in \( P_3 \), and 5 in \( P_4 \). This means that not only the genome
is changing rapidly, large sections of it will also be moved,
copied and deleted. We do not expect too many adjacencies
to be computed compared with \( P_2 \). In fact, the corresponding
empirical results are slightly worse than that from \( P_2 \).

Even though the platforms (together with the adjacency
definitions) between our implementation and GREDU are
quite different, we compare them using the same simulated
data in Table 1. All the numbers are averaged over 10 tries.
Although GREDU is much faster as it is written in C++, our
implementation, which is based on Java and Matlab, does not
need more than 20 minutes for any case we tested (which
should be fine with this kind of application). However, as can
be seen in Table 1, for many \( P_3 \) datasets GREDU cannot
run to completion. Our implementation is much stable and
the number of adjacencies computed do not differ too much
between the two (even though the definitions of adjacencies
differ a bit).

We also obtained similar results for unsigned genomes, the
details are listed in Table 2. Note that GREDU only handles
signed genomes, hence no comparison is available.

VI. CONCLUSION

In this paper, we approach the One-sided EAN problem by
considering a generalized version, i.e., One-sided EAN+. We
handle the One-sided EAN+ problem by first relaxing it as the
maximum independent set (MIS) in a colored interval graph,
which open a new research direction to deal with the exemplar
genomic distance problems for linear genomes. Although this
new version of MIS in a colored interval graph is NP-hard,
it admits a 2-approximation with the standard greedy method.
We subsequently designed a greedy + ILP algorithm for One-
sided EAN+. Simulation results indicate that our algorithm can
handle large scale (singed and unsigned) genomic data with
depth evolution.

For the future work, it is natural to approach the EAN
problem by formulating the problem as MIS in a colored 2-
interval graph for two generic input genomes. When the input
genomes are circular, we can also define similarly MIS in a
colored circular-arc graph. However, in these cases, the greedy
algorithm cannot produce a 2-approximation in these settings.
Hence, a different method needs to be designed.
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TABLE I
Comparison results (signed genome) between the number of adjacencies $n_1$ from our algorithms and the number of adjacencies $n_2$ from GREDU. The gap — indicates that we get a core dumped warning from GREDU and can not obtain the results after 10 times of tries.

<table>
<thead>
<tr>
<th>m</th>
<th>n</th>
<th>$P_1$</th>
<th>$P_2$</th>
<th>$P_3$</th>
<th>$P_4$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$n_1$</td>
<td>$n_2$</td>
<td>$n_1$</td>
<td>$n_2$</td>
</tr>
<tr>
<td>500</td>
<td>1</td>
<td>247</td>
<td>242</td>
<td>216</td>
<td>224</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>87</td>
<td>41</td>
<td>34</td>
<td>34</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>17</td>
<td>12</td>
<td>23</td>
<td>8</td>
</tr>
<tr>
<td>1000</td>
<td>1</td>
<td>512</td>
<td>481</td>
<td>391</td>
<td>406</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>106</td>
<td>96</td>
<td>66</td>
<td>61</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>24</td>
<td>23</td>
<td>33</td>
<td>29</td>
</tr>
<tr>
<td>3000</td>
<td>1</td>
<td>1552</td>
<td>1442</td>
<td>1231</td>
<td>1244</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>360</td>
<td>330</td>
<td>232</td>
<td>222</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>80</td>
<td>78</td>
<td>97</td>
<td>73</td>
</tr>
<tr>
<td>5000</td>
<td>1</td>
<td>2441</td>
<td>2307</td>
<td>2044</td>
<td>2067</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>658</td>
<td>568</td>
<td>439</td>
<td>397</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>163</td>
<td>159</td>
<td>272</td>
<td>197</td>
</tr>
<tr>
<td>7000</td>
<td>1</td>
<td>3471</td>
<td>3433</td>
<td>2495</td>
<td>2525</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>823</td>
<td>740</td>
<td>630</td>
<td>512</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>223</td>
<td>208</td>
<td>249</td>
<td>139</td>
</tr>
<tr>
<td>9000</td>
<td>1</td>
<td>4563</td>
<td>4296</td>
<td>3507</td>
<td>3588</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>1103</td>
<td>969</td>
<td>933</td>
<td>828</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>257</td>
<td>249</td>
<td>276</td>
<td>154</td>
</tr>
<tr>
<td>12000</td>
<td>1</td>
<td>6183</td>
<td>5756</td>
<td>5217</td>
<td>5322</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>1383</td>
<td>1287</td>
<td>1247</td>
<td>1112</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>365</td>
<td>332</td>
<td>379</td>
<td>239</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>m</th>
<th>n</th>
<th>(P_1)</th>
<th>(P_2)</th>
<th>(P_3)</th>
<th>(P_4)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>(t_1)</td>
<td>(n_1)</td>
<td>(t_1)</td>
<td>(n_1)</td>
</tr>
<tr>
<td>500</td>
<td>1</td>
<td>0</td>
<td>237</td>
<td>0</td>
<td>223</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0</td>
<td>86</td>
<td>0</td>
<td>96</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>0</td>
<td>20</td>
<td>0</td>
<td>43</td>
</tr>
<tr>
<td>1000</td>
<td>1</td>
<td>0</td>
<td>497</td>
<td>0</td>
<td>425</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>0</td>
<td>116</td>
<td>0</td>
<td>165</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>0</td>
<td>41</td>
<td>1</td>
<td>82</td>
</tr>
<tr>
<td>3000</td>
<td>1</td>
<td>29</td>
<td>1450</td>
<td>30</td>
<td>1281</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>6</td>
<td>398</td>
<td>27</td>
<td>467</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>3</td>
<td>127</td>
<td>33</td>
<td>207</td>
</tr>
<tr>
<td>5000</td>
<td>1</td>
<td>127</td>
<td>2214</td>
<td>142</td>
<td>2181</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>30</td>
<td>662</td>
<td>105</td>
<td>726</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>8</td>
<td>159</td>
<td>145</td>
<td>328</td>
</tr>
<tr>
<td>7000</td>
<td>1</td>
<td>368</td>
<td>3317</td>
<td>398</td>
<td>3097</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>70</td>
<td>768</td>
<td>326</td>
<td>998</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>26</td>
<td>263</td>
<td>435</td>
<td>453</td>
</tr>
<tr>
<td>9000</td>
<td>1</td>
<td>765</td>
<td>4368</td>
<td>868</td>
<td>4179</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>207</td>
<td>985</td>
<td>799</td>
<td>1245</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>64</td>
<td>310</td>
<td>879</td>
<td>632</td>
</tr>
<tr>
<td>12000</td>
<td>1</td>
<td>1691</td>
<td>5789</td>
<td>1877</td>
<td>5564</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>409</td>
<td>1321</td>
<td>1521</td>
<td>1532</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>120</td>
<td>465</td>
<td>1945</td>
<td>913</td>
</tr>
</tbody>
</table>

**TABLE II**

The running time \(t_1\) (seconds) and the number of adjacencies \(n_1\) for unsigned genomes, averaged over 10 tries. No comparison is done with GREDU as it only handles signed genomes.