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Abstract

In this paper, we discuss the energy efficient multicast problem in ad hoc wireless networks. Each node in the network is assumed to
have a fixed level of transmission power. The problem of our concern is: given an ad hoc wireless network and a multicast request, how to
find a multicast tree such that the total energy cost of the multicast tree is minimized. We first prove this problem is NP-hard and it is
unlikely to have an approximation algorithm with a constant performance ratio of the number of nodes in the network. We then propose
an algorithm based on the directed Steiner tree method that has a theoretically guaranteed approximation performance ratio. We also
propose two efficient heuristics, node-join-tree (NJT) and tree-join-tree (TJT) algorithms. The NJT algorithm can be easily implemented
in a distributed fashion. Extensive simulations have been conducted to compare with other methods and the results have shown signif-
icant improvement on energy efficiency of the proposed algorithms.
� 2007 Elsevier B.V. All rights reserved.
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1. Introduction

Wireless ad hoc networks have received significant
attention in recent years due to their potential applications
in battlefield, emergency disaster relief and etc. Wireless ad
hoc network consists of a collection of mobile nodes
dynamically forming a temporary network without the
use of any existing network infrastructure. In such a net-
work, each mobile node can serve as a router. A communi-
cation session is achieved either through a single-hop
transmission if the communication parties are close
enough, or through relaying by intermediate nodes other-
wise. Energy efficiency is an important issue in ad hoc net-
works, where mobile nodes are powered by batteries that
may not be possible to be recharged or replaced during a
mission. The limited battery lifetime imposes a constraint
on the network performance. In order to maximize the net-
0140-3664/$ - see front matter � 2007 Elsevier B.V. All rights reserved.
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work lifetime, ideally, the traffic should be routed in such a
way that the energy consumption is minimized.

In this paper, we address the problem of multicast rout-
ing in ad hoc wireless networks. Multicast is communica-
tion from a single source node to a group of destinations.
Multicast routing is to find a multicast tree, which is rooted
from the source and spans all destination nodes. In ad hoc
networks, nodes communicate with each other via radio
signals, which are broadcast in nature. Broadcast is a spe-
cial case of multicast, in which all nodes in the network
should receive the broadcast message. When omnidirec-
tional antennas are used, every transmission by a node
can be received by all nodes within its transmission range.
If there are multiple destination nodes in the transmission
range of a node, a single transmission can reach all these
destinations. Since in a multicast tree, only the non-leaf
nodes need to transmit messages further down to the desti-
nations and all the leaf nodes are destinations that only
receive multicast messages, the energy cost of a multicast
tree is the sum of energy cost of all the non-leaf nodes in
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the tree. We assume the reception of signals cost no extra
energy.

There has been a lot of work on energy efficient broad-
cast/multicast routing in ad hoc networks [1]. However,
most of the existing work assumes that each node can
adjust its transmission power based on the distance to the
receiving node and the background noise either continu-
ously or in a discrete fashion. We assume that each node
has a preconfigured transmission power and we aim at,
for each multicast request, finding a multicast tree that
has the minimum energy consumption. This is a more prac-
tical issue in real systems because each node would have a
transmission power after the network is configured and this
power level will not be changed for each multicast request.
To the best of our knowledge, our work is the first to
address the energy efficient multicast routing under fixed
level of transmission power.

In this paper, we first prove this problem is NP-hard and
unlikely has an approximation algorithm with a constant
performance ratio of the number of nodes in the network.
We then propose a Steiner tree based algorithm that is a
centralized algorithm and has a theoretical guaranteed
approximation performance ratio. We also propose two
efficient heuristics, node-join-tree and tree-join-tree algo-
rithms. The node-join-tree algorithm can be easily imple-
mented in a distributed fashion. Simulation results have
shown significant improvement on energy efficiency of
our proposed algorithms.

2. Related work and our contributions

Most of the previous studies on energy efficient multi-
cast/broadcast have focused on configuring energy power
of each node. That is, given the geometric positions of a
set of nodes in a plane, to find the transmitting power of
each node, such that the energy cost of the multicast/
broadcast tree is minimized [2–16]. As for broadcast, find-
ing such a broadcast tree is similar to the problem of find-
ing a connected network topology (usually a tree) by using
minimal power consumption [18–21]. But, a broadcast tree
is directed (from the root leading to all leaf-nodes) while a
topology tree is undirected.

Some energy-efficient broadcast algorithms were pro-
posed in [2,3], namely BIP (Broadcast Incremental Power),
MST (Minimum Spanning Tree), and SPT (Shortest Path
Tree). The proposed algorithms were evaluated through
simulations, but little is known about their analytical per-
formances in terms of the approximation ratios. The
authors in [4] gave the quantitative characterization of per-
formances of these three greedy heuristics. In [5], the prob-
lem of broadcasting in large ad hoc wireless networks was
discussed and a method MLE (Minimum Longest Edge)
based on MST was proposed. This algorithm provided a
scheme to balance the energy consumption among all
nodes. In [6], the GPBE (Greedy Perimeter Broadcast Effi-
ciency) algorithm was proposed. GPBE applies the same
tree formation procedure as the BIP, but based on another
greedy decision metric broadcast efficiency. Simulation
results show that GPBE performs better than BIP when
the source is located near the center of the deploy region.

The above mentioned work assumes that all nodes are
able to adjust their transmission power continuously and
use geometrical properties of Euclidean plane. Some other
work [7–9,17] assumes that all nodes can adjust their trans-
mission power in a discrete way and apply graph theories
and techniques to the construction of broadcast trees. In
[7], the minimum-energy broadcast problem was addressed
and proved to be NP-hard in general, and an O(nk+2) algo-
rithm was proposed for the problem under the assumption
that each node is able to reach all the other nodes in the
network, where n is the number of nodes and k the number
of transmitters. In [8], authors first gave a formal proof of
the NP-hardness of the problem for both geometrical ver-
sion and graph version. A heuristic based on MST algo-
rithm was proposed, but no performance ratio was given.
In [9], another heuristic algorithm based on directed Steiner
tree method was proposed. The performance ratio of the
proposed algorithm is ne, where e is a constant between 0
and 1. For the special case of the problem where each node
has the same level of transmission power, an algorithm
with performance ratio log3n was proposed.

Different from broadcast, multicast is to send a message to
a subset of nodes in the network. Some fundamental issues
associated with energy-efficient multicast were discussed in
[10], and several multicast schemes were proposed and
evaluated. Another typical work on multicast routing was
MIP (Multicast Incremental Power) method, which was
developed in [2] as an extension of the BIP method. An
MIP multicast tree is obtained from the BIP broadcast tree
by pruning the branches that do not contain the multicast
destinations. The similar methods were used in [3,5] for con-
structing a multicast tree from a broadcast tree. In [11], the
authors first proved the approximation ratios of the pruned
based multicast tree algorithms p-SPT, p-MST and p-BIP,
and all three heuristics have X(n) lower bounds. Then two
constant approximation ratio algorithms SPF (Shortest
Path First) and MIPF (Minimum Increment Path First) were
proposed. In [12], an approximation algorithm for multicast
in symmetric wireless ad hoc networks was proposed, and the
solution delivered by the proposed algorithm is within 4lnK

times of the optimum if the transmission power at each node
is finitely adjustable; otherwise, the solution is within either
8lnK or 4lnK times of the optimum, depending on whether
or not the amount of power at nodes is incorporated into
the running time, where K is the number of destination nodes
in a multicast request.

Some research uses the local search technology to refine a
multicast tree iteratively. The S-REMiT (Refining Energy-
Efficient Source-based Multicast Tree) algorithm tries to
minimize total tree power of the initial multicast tree using
local search technology [13]. The DMEM (Distributed Min-
imum Energy Multicast) algorithm was proposed in [14] to
reduce as much as possible the total transmission power
required by the multicast communication in mobile ad hoc
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networks. Several localized operations are presented for
DMEM algorithm, in which each node requires only the
knowledge of and distances to all neighboring tree nodes.
Other interesting approaches includes the localized algo-
rithms [15,16] using geographic multicast when the possible
information is available.

Besides the above mentioned work, recent research also
extends the minimum energy multicast/broadcast with
omnidirectional antennas to the use of directional antennas
for further energy saving in wireless ad hoc networks, for
example [22,23].

The problem that we address in this paper is similar to
work in [12], where each node can adjust transmission
power in discrete fashion. Fixed power level can be
regarded as a special case that each node just has one
power level. However, our work differs from [12] in that
we consider the asymmetric wireless ad hoc networks,
meaning that the sending and the receiving nodes in com-
munication are not necessary to be in the transmission
range of each other, while symmetric communication is
required in [12]. The main contributions of this paper
include: (1) We prove that the graphical version of energy
efficient multicast routing problem in ad hoc wireless net-
works is unlikely to have an approximation algorithm with
performance ratio of ln(n). This implies that the graphical
version of energy efficient multicast routing problem is
much harder than the geometrical version since the latter
has approximation algorithms with constant performance
ratios [4]. (2) We propose two routing techniques, node-
join-tree and tree-join-tree methods. Among them, the
node-join-tree method can be easily implemented in a dis-
tributed way. Our simulation study shows that they are
more energy efficient than those methods based on the
pruning-tree technique such as in [2,3,5].
3. Network model and problem specification

The network is modeled by a directed graph G = (V,A),
where V represents the set of nodes and A the set of arcs in
the network. Each node, v 2 V, is associated with a trans-
mission power p(v). For any two nodes v1 and v2, if v2 is
in the transmission power range of v1 (i.e., da(v1,v2) 6
p(v1)), a is a constant value between 2 � 4), then there is
an arc (v1,v2) 2 A (i.e., a directed link from v1 to v2).

Given a multicast request (s,D), where s is a source and D a
set of destinations, let T be a multicast tree rooted from s.
There are two kinds of nodes in T: the nodes that need to
transmit/relay multicast messages, and the nodes that only
receive multicast messages. The nodes that receive messages
only are the leaf-nodes in T. We assume only the nodes that
transmit messages consume energy. That is, the nodes that
only receive messages are assumed to incur no energy cost
to multicasting. Let NL(T) denote the set of non-leaf nodes
of T. The total energy cost C(T) of T can be represented as:

CðT Þ ¼
X

v2NLðT Þ
pðvÞ: ð1Þ
Our problem is how to, given a multicast request (s,D) and
p(v) for each node v, find a multicast tree rooted at s and
spanning all nodes in D such that total energy cost defined
in (1) is minimized. We call it Minimum Energy Multicast

(MEM) problem.
We assume the locations of nodes are static or change

slowly. Node mobility is not considered in this paper. Ad
hoc networks are quite different from the wired networks
due to the nature of wireless communication and the lack
of infrastructure support. They pose many new challenges
that are never seen in wired or cellular networks, even the
mobility is not addressed.

4. Complexity analysis

In this section we will first prove that the MEM problem
is NP-hard, and then we will show that it is even difficult to
find a solution whose cost is close to the cost of optimal
solution of the MEM problem.

Theorem 1. The MEM problem is NP-hard.
Proof. To prove the theorem, it suffices to show that the
set cover problem is polynomial time reducible to the
MEM problem since the former is NP-hard [24]. The deci-
sion version of set cover problem is defined as follows:
Given a set I of n elements, C = {C1,C2, . . . ,Cm},
Cj ˝ I,j 2 {1,2, . . . ,m}, and a positive integer k. Does C

contains a set cover for I of size k or less, i.e., a subset
J ˝ {1,2, . . . ,m} such that [j2JCj = I and jJj 6 k?

We now construct a directed graph G = (V,A), where
V = {s} [ C [ I. For each Cj 2 C, there is an arc (s,Cj).
For any i 2 I,Cj 2 C, there is an arc from Cj to i if Cj covers
i, i.e., i 2 Cj. See Fig. 1(a), where m = 5 and n = 7. We also
assume that p(v) = 1 for every node v 2 V.

Suppose the multicast request is (s,I), where s is the
source and I the destination set. In the following, we
will prove that there is a set cover of I with size k if
and only if there is a multicast tree for (s,I) with cost
1 + k.

Let {Cj1,Cj2, . . . ,Cjk} be a set cover with size k. We then
construct a multicast tree T in which s transmits the
multicast message to Cj1,Cj2, . . . ,Cjk and Cj1,Cj2, . . . ,Cjk

relay the message to I. See Fig. 1(b), where k = 3 and T

consists of solid arcs (one of arcs incident to node 5 could
be removed). It is obviously that T is a multicast tree for
(s,I). The energy cost C(T) is equal to 1 + k (for Fig. 1(b),
1 + k = 4 = p(s) + p(2) + p(4) + p(5)).

Suppose that T is a multicast tree for (s,I) with cost
1 + k. Since T spans I,{CjjCj 2 T} covers all nodes in I.
Therefore, {CjjCj 2 T} is a set cover of I. Furthermore,
C(T) = 1 + j{CjjCj 2 T}j, thus, {CjjCj 2 T} is a set cover
with size k. The proof is then finished. h

The above NP-hardness proof is simpler than the
proved given in [17]. Moreover, by using a similar polyno-
mial reduction in the proof of Theorem 1, we can prove
another negative result as follows.
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Fig. 1. Reducing the set cover problem to the MEM problem.
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Theorem 2. There is no approximation algorithm with

performance ratio qln(n) for the MEM problem for any

q < 1 unless NP � DTIME(npoly log n).
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Fig. 2. Transforming the given graph G to the auxiliary graph G 0.
Proof. Suppose, by contradiction argument, that there
exists an algorithm Aq0 with approximation performance
ratio q 0ln(n) for the MEM problem for some q 0 < 1. That
is, for any instance I 0 of the MEM problem, algorithm
Aq0 returns a solution T 0 with

CðT 0Þ 6 q0lnðnÞCoptðI 0Þ; ð2Þ
where Copt(I

0) is the cost of the optimal solutions of I 0. We
now design an algorithm Aq for the set cover problem using
algorithm Aq0 as a subroutine.

Given an instance I of the set cover problem, set D =
max{Øq 0/(1 � q 0)ø,m}. Algorithm Aq first makes an
instance I 0 of the MEM problem such that I has a set
cover of size k if and only if I 0 has a multicast tree of cost
1 + kD. (This can be realized by just assigning p(Cj) = D for
each Cj in the reduction of Theorem 1.) Algorithm Aq then
finds a multicast tree T 0 by applying algorithm Aq0 to I 0. In
the end Algorithm Aq produces a set cover C of
I associated with T 0. Now let Copt(I) be the costs of the
optimal solution of I. Then by the assumptions we have

CðT 0Þ ¼ 1þ DjCj 6 q0lnðnÞCoptðI0Þ
6 q0lnðnÞð1þ DCoptðIÞÞ ðby inequality ð2ÞÞ
¼ q0DlnðnÞCoptðIÞ þ q0lnðnÞ

from which we deduce

jCj < q0lnðnÞCoptðIÞ þ ðq0=DÞlnðnÞ
6 q0ð1þ 1=DÞlnðnÞCoptðIÞ:

Since q 0(1 + 1/D) < 1, the above inequality contradicts
the result in [25] that claims that the set cover problem
has no approximation algorithm with performance ratio
qln(n) for any q < 1 unless NP � DTIME(npoly log n). Hence
the proof is complete. h

Since it is widely believed that NP is not a subset of
DTIME(npoly log n), the above theorem implies that the
MEM problem is unlikely to have an approximation algo-
rithm with a logarithmic performance ratio.
5. Algorithms

In this section we will first propose a Steiner tree based
approximation algorithm with a guaranteed performance
ratio, and then two efficient heuristics using some greedy
strategies.

5.1. Steiner tree based algorithm

The MEM problem is to find a multicast tree such that
the total energy cost of those transmitting nodes in the tree
is minimized. In our network model, we assign the trans-
mission power of a node as the weight of it. We transform
the network graph G to a new graph G 0 that has weight on
arcs.

For each node v 2 V, we split v to two nodes v 0 and v00

and connect them with a new arc from v 0 to v00. For each
arc (v 0,v00), its weight is assigned to p(v), the weight of v

in G. For each arc (v1,v2) 2 V, let ðv001; v02Þ be a new arc
in G 0 and give it a weight 0. We get a new directed
graph G 0, where G 0 = (V 0 [ V00,A 0),V 0 = {v 0jv 2 V},V00 =
{v00jv 2 V}, and A0 ¼ fðv0; v00Þjv 2 V g [ fðv001; v02Þjðv1; v2Þ 2
Ag. Fig. 2 is an example of transforming a network graph
G to G 0. The number associated with each node in G is
the weight of the node, while the numbers on the arcs in
G 0 are the weights of the arcs. For a multicast request
(s,D), we denote D 0 = {v00jv 2 D}. The MEM problem in
G can be transformed to the following problem in G 0: find
a directed Steiner tree T rooted from s 0 and includes all
nodes of D 0 in G 0 such that the sum of weights of arcs in
T is minimized.
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This is known as Directed Steiner Tree (DST) problem,
which has been well-studied. Any algorithm for the DST
problem (e.g., [26,27]) can be used to find a solution to
the MEM problem. In particular, when applying the
approximation algorithm proposed in [26], we can easily
prove the following theorem.

Theorem 3. The DST-based algorithm has an approximation

ratio of i(i � 1)jDj1/i and time complexity of O((2jVj)ijDj2i)

for any fixed i > 1.

In the above theorem, when setting i = logjDj, we obtain
a DST-based algorithm that has an approximation ratio of
O(log2jDj), which is bounded by O(log2jVj), but non-poly-
nomial time of O(jVj3logjDj); When setting i = 2, we obtain
a DST-based algorithm that has polynomial time of
O(jVj2jDj4), but a bigger approximation ratio 2jDj1/2. Here
we have a tradeoff between solution’s quality and running
time.

5.2. Node-join-tree (NJT) algorithm

We first define three different sets before getting into
details of the algorithm. The first one is cover-set C that
consists of non-leaf nodes in the multicast tree. It is ini-
tialized to contain only the multicast source node s. The
nodes in C will transmit multicast messages during multi-
casting and each of them can cover its neighbors in the
sense that its transmissions can be received by its neigh-
bors. In the algorithm, we aim at finding the ‘‘energy effi-
cient’’ set C that covers all multicast destinations. The
second set is candidate-set N, which is the union of the
neighbors of all nodes in C. Each time in the algorithm
a node in N will be selected to be included in C. By
expanding C in this way, it maintains the nodes in C a
tree structure (i.e., the multicast tree). The third set is
uncovered-set U that contains the nodes not covered so
far. A node v is not covered by C if v is neither in C

nor a neighbor of any node in C.
This heuristic grows the multicast tree from s. Initially,

C contains only s and U is assigned to D. All neighbors
of s are removed from U and added to N, which means
those nodes are now covered by s and are the candidates
for the next-hop relay nodes for multicasting. Then, a node
in N is selected to be included in C (the selection criteria is
given below), and its neighbors are removed from U and
added into N. This operation is repeated until U becomes
empty, which means all destinations in D are now covered
by set C and the nodes in Care the non-leaf nodes of the
multicast tree. The multicast tree is thus obtained.

Let Vi denote the set of neighbors of vi, i.e.,
Vi = {vjj(vi,vj) 2 A} and vi 62 Vi. In order to choose the
nodes into cover-set such that the total energy cost defined
in (1) is minimized, we use the following function to evalu-
ate every candidate node vi 2 N:

f ðviÞ ¼
V i \ U j

pðviÞ
: ð3Þ
This function represents the number of uncovered
nodes a candidate can cover per energy unit. The larger
value this function is, the more energy efficiently a candi-
date covers the destination nodes. Each time, a candidate
node with the largest value among the nodes in N will be
selected and put into the cover-set. As a result, the total
energy cost of the multicast tree can be made as small
as possible.

In order to guide the growth of the tree towards the des-
tinations when there is no node in N that covers any node
in U (i.e., there is no uncovered destination in the set of
neighbors of any node in N), we select a node that is in
the shortest path from s to some nodes in U. The details
of the NJT algorithm are as the following:

Input G = (V,A) and a multicast request (s,D)
OutputT: a multicast tree for (s,D)
C = {s}; //C: cover-set
U = DnVs; //U: uncovered-set
N = Vs; //S: candidate set
While (U „ ;) do

Choose vi 2 N with the largest f(vi) defined in (3).
C = C [ {vi};
U = UnVi;
N = N [ Vi;

End-while

Construct the multicast tree T from C.
Theorem 4. Given a request (s,D) in G = (V,A), the NJT

algorithm can output a multicast tree in time O(jVj2).
Proof. It is easy to know that the greedy algorithm can
output a multicast tree. In the while-loop, there is at
most jVj loops and for each of them, finding the maxi-
mal value takes O(jVj) time, thus the while-loop can fin-
ish in the time of O(jVj2). In addition, the construction
of a multicast tree in the last line takes the time of
O(jVj2). Therefore, the whole algorithm ends in the time
of O(jVj2). h

This heuristic algorithm can be easily implemented in a
distributed fashion, where each node is supposed to have
only the information about its neighbors (1-hop neighbors)
and the execution of the algorithm is based on the locally
available information. The distributed version of the algo-
rithm can be implemented as below. The multicast tree ini-
tially contains only s. Node s evaluates the f value of all its
neighbors and selects a neighbor as the next tree-node
(tree-nodes are the nodes in set C). A connection path is
setup from itself to this neighbor. Every tree-node remem-
bers the f value of its neighbors. The candidate set N con-
sists of the neighbors of the tree-nodes and is maintained
by the tree-nodes in a distributed way. Each time when a
node is included into the tree, it evaluates the f value of
its neighbors, and passes the largest f value back to s along
the tree links. When s receives this f value, s can decide
which candidate in N should be selected to be included into
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the tree, because all the tree-nodes have sent the f values of
their neighbors to s at the time when they are included in
the tree. Then, s sends a tree-growth command to the
tree-node of the selected candidate along the tree path.
The tree grows link by link in a distributed way until all
the destination nodes are covered by the tree-nodes.

5.3. Tree-join-tree (TJT) algorithm

In the above greedy heuristic, the algorithm constructs a
multicast tree in a top-down fashion, starting from the
source node s. This TJT heuristic takes a global approach,
starting from the destination nodes, to construct a multi-
cast tree that has efficient energy cost.

Given a multicast request (s,D), the basic idea of this
algorithm is as follows. Initially, each node in D is a
subtree. Each time, a node v 2 V that uses the least energy
to link the roots of two or more subtrees is selected to
merge the subtrees into a bigger one, and v becomes
the root of the newly merged subtree. This merging
operation is repeated until all subtrees are merged into a
single tree where s is the root. This final tree is the multicast
tree.

In the above algorithm, a subtree is a directed tree and
all its leaf-nodes are the nodes in D. A subtree whose root
is not s is called an orphan subtree (orphan for short). In
the initial step of the algorithm, every node in D is an
orphan and s is the only subtree that is not an orphan.
At the end of the algorithm, all orphans are merged into
the subtree whose root is s. Let O denote the set of
orphans. To evaluate the energy efficiency of using node
v to merge a subset of orphans O 0 ˝ O, we define a quotient
function as:

quotientðv;O0Þ ¼ EnergyCostðSPT ðv;O0ÞÞ
jO0j ; ð4Þ

where SPT(v,O 0) is the shortest path tree rooted from v and
spanning to the roots of all subtrees in O 0. This function
evaluates the energy efficiency of v for removing per orphan
for the given subset of orphans O 0. To see the best energy
efficiency that node v can do in removing orphans, we need
to find the minimal value of the quotient function for v to
merge any arbitrary number of orphans. Therefore, we de-
fine the following q function for v as:

qðvÞ ¼Minfquotientðv;O0ÞjO0 � Og: ð5Þ
This function q(v) represents the energy cost for removing
per orphan. The smaller this value is, the less energy it costs
for v to remove an orphan. Each time, by choosing node v

with the smallest value of this function to merge the
orphans, as the result, it takes the least energy to remove
all orphans. That is, the final multicast tree would cost least
amount of energy. However, the complexity of computing
function q(v) is too high. It has to try all the combinations
of the orphans that v can merge. To reduce this computing
complexity, we take the following approximate method to
compute q(v):
Step 1. Compute the shortest path (in terms of energy
cost) from v to each of the orphans;

Step 2. Sort these paths in ascending order of their costs;
Step 3. Choose the first i shortest paths that makes q(v)

the smallest.

The new subtree is the union of the first i paths (i.e., a
SPT). The detailed TJT algorithm is as the following:

Input G = (V,A) and (s,D)
OutputT: a multicast tree rooted from s.
O = {{d}jd 2 D}; //O: set of orphans.
While (O „ ;) do

Choose v 2 V with the smallest q(v) defined in (5);
Link v to the roots of the orphans by the SPT;
If (v = s) or v is in a subtree rooted from s then

Remove the new SPT from O; // the SPT is
not an orphan

End-while

Output the multicast tree rooted from s.
Theorem 5. Given a request (s,D) in G(V,A), the TJT
algorithm can output a multicast tree in time O(jDjjVj3).
Proof. It is easy to see that the greedy algorithm can out-
put a multicast tree. The while-loop has at most jDj itera-
tions. For each loop, computing the quotient cost for all
nodes takes time O(jVjjVj2). Thus, the while-loop takes
time O(jDjjVj3). Therefore, the whole algorithm ends in
time O(jDjjVj3). h
6. Simulations

In the simulations, we compare our two greedy algo-
rithms, NJT and TJT with a pruning-based method. To
the best of our knowledge, there is no other work considers
energy efficient multicast under the fixed transmission
power assumption. The original MIP method in [2,3]
assumes each node can adjust its transmission power
dynamically and tries to adjust the power of each node
to a minimal level, which is different from our network
model. Since the basic idea of MIP method is to prune a
broadcast tree into a multicast tree, we follow this idea to
use our TJT algorithm to construct a broadcast tree and
then prune it into the required multicast tree. We call this
method BCT-p (BroadCast Tree and pruning). We believe
the BCT-p method can fairly represent the family of multi-
cast routing methods in [2,3,5].

We study how the total energy cost is affected by varying
three parameters over a wide range: the total number of
nodes in the network (N), the number of destination nodes
in the multicast group (M), and the radius of power cover-
age (R). Since the average hop from the source to the mul-
ticast members is an important metric to reflect the average
transmission delay, we also report the average hop for each
parameter setting.
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The simulation is conducted in a 100 · 100 2D free-
space by randomly allocating 50 nodes. The unit of R is
respect to the diagonal distance in the square region, i.e.,
when R = 1, a node’s transmission range covers the whole
region. The power model is: P = r2, where P is the trans-
mission power and r the radius that the signal can reach.
The radius of transmitter range for each node is generated
from a normal distribution with both mean and variance
equal to R.

We present averages of 100 separate runs for each result
shown in the figures. In each run of the simulations, for
given N,M, and R, we randomly place N nodes in the
square, and randomly select a source node,M destination
nodes, and the radius of each node. Any topology that is
not connected is discarded. Then we run the three algo-
rithms on this network.

In Fig. 3, we fix N and R while vary M. The two subfig-
ures Fig. 3(a) � (b) are obtained by setting R to 0.2 and 0.5
respectively. As we can see, the total energy cost of multi-
cast tree increases as the growth of M in both subfigures.
When R is 0.2, we can find this increase becomes slow after
M reaches 20. This is because when M reaches a certain
number, the transmitting nodes in a multicast tree can
almost cover the whole region anyway. The further inclu-
sion of more nodes into the destination group adds little
extra energy cost. We can find NJT algorithm performs
the best. The energy cost of the BCT-p method increases
quickly when M is small and it merges with the curve of
TJT when M reaches 30 or above, because when M gets
close to N, the multicast trees generated from the BCT-p
and the TJT methods become almost the same except the
leaf nodes. This result tells us that the multicast tree pruned
from a broadcast tree is not efficient when the number of
destinations is small, since it may contain many unneces-
sary intermediate nodes if the destinations are located close
to the leaf nodes of the broadcast tree. When R is increased
to 0.5 as shown in Fig. 3(b), the average transmission
power of each node can cover a quarter of a square region.
As we can see, the energy cost of multicast tree becomes
saturated quickly even when M reaches about 15. This is
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Fig. 3. The total energ
because with a larger transmission range, only a few nodes
are sufficient to cover the whole region. Therefore, any fur-
ther increase of destinations will not add too many new
transmitting nodes (i.e., non-leaf nodes) in the multicast
tree.

Fig. 4 shows the average hop of each node when we fix
N and R while vary M. As we can see, the average hop
decreases with the increase of R, because when the average
transmission range of nodes becomes larger, fewer hops are
needed between the source and the multicast member. In
both subfigures, NJT has the minimum average hop, while
TJT and BCT-p perform closely, although the three curves
almost overlap when R = 0.5. The reason is that the TJT
searches for a low cost node at each step, but has no direc-
tion to the source. This makes the multicast tree have more
layers than the tree generated by NJT. However, the differ-
ence among three algorithms is not large with respect to the
average hop, especially when R is large. Compared with
Fig. 3, we can find the total energy cost increases as the
decrease of the average hop. This is due to the non-linear
attenuation of transmission power. This result tells us that
with more nodes using small transmission power in a
region, broadcast/multicast would cost less energy than
the case of having fewer nodes with higher transmission
power.

Fig. 5 shows the result of fixing M and R, while varying
N. The increase of N starts from 10, which is the number of
multicast destinations (M). In the simulations, the first 10
nodes placed in the region become the multicast destina-
tions. As N increases, more new nodes are added in while
the positions of the existing nodes remain unchanged.
From Fig. 5, we can see for both NJT and TJT, the energy
cost decreases steadily as the increase of N. The reason is
that the addition of nodes gives much more choices to
use smaller transmission power to relay message from node
to node (i.e., there are more short distance links, which cost
less energy, in the tree). As for BCT-p method, the cost
does not drop as the increase of N. This is because in the
BCT-p method, a multicast tree is trimmed from a broad-
cast tree. As the increase of N, there are more chances to
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Fig. 4. The average hop for N = 50.
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Fig. 5. The energy cost for M = 10, R = 0.2.
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include more unnecessary nodes in the multicast tree. Fig. 6
shows the average hop for M = 10, R = 0.2. The result is
consistent with Fig. 4 that NJT has the lowest average
hop and BCT-p gives the highest average hop, and their
difference enlarges as more nodes are added.

In the simulation of Fig. 5 and 6, the average transmis-
sion range of nodes remains unchanged as the increase of
N. In the network model where each node can adjust its
transmission power, a node needs less power to make the
network connected as the increase of N. In order to evalu-
ate how the heuristics perform under tight energy budget,
in the simulations of Fig. 7 and 8, R is adjusted as N

changes. If there is only one single node, R = 1 is large
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Fig. 6. The average hop for M = 10, R = 0.2.
enough to cover the whole square region (notice that R is
respect to the diagonal distance in the square region). Since
the node positions are randomly generated, if there are 4
nodes equally spaced, R = 1/2 is enough to cover the whole
region; and if there are 9 nodes, R = 1/3 is enough to cover
the region. We set R ¼ 1=

ffiffiffiffi
N
p

so that the nodes are just
powerful enough to form a connected topology. In fact,
it is observed that around half of the cases there the result-
ing network is connected for R ¼ 1=

ffiffiffiffi
N
p

.
From Fig. 7, we have two interesting findings. First, TJT

performs better than NJT when N P 40, which is different
from the previous results. This is because the network
topology is very sparse (with less arcs) with a small trans-
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mission range of each node, and for NJT there is very likely
that the source can not find a node from the candidate set
that can reach any uncovered node as the ratio N/M
increases. Therefore, NJT selects a node in the shortest
path from the source to a destination to grow the tree,
and this energy efficient unicast route may not lead to an
energy efficient multicast tree. However, the performance
of NJT is still much better than BCT-p. Second, the cost
of all algorithms decreases as the increase of N. This is
again due to the non-linear power attenuation of radio sig-
nals. As the increase of N, nodes need less power to connect
to their neighbors and this power-saving overpowers the
extra cost brought in by the increase of N. Fig. 8 shows
the average hop for this parameter setting. We can find
the average hop increases with the growth of N, and this
leads to the decrease in the total energy cost. NJT still
has the minimum average hop and its superiority to TJT
and BCP-p become more obvious as the growth of N.

In Fig. 9 and 10, we fix N and M unchanged and see how
the energy cost and the average hop changes as varying R.
There are two interesting observations in Fig. 9. First, the
curves of the three methods merge together at the both
ends when R is small and R is large. Their performances
differ from each other only when R is in between
0.20 � 0.50. When R is too small, the network is barely
connected, all three methods produce similar results due
to the limited choice for routing. When R becomes large,
all algorithms give nearly the same results again, because
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Fig. 10. The average hop for N = 50, M = 10.
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Fig. 9. The energy cost for N = 50, M = 10.
each node can cover a large region and only a few transmit-
ting nodes in a multicast tree can cover all the destinations
(notice that only the non-leaf nodes, i.e., transmitting
nodes, in the multicast tree contribute to the cost). Second,
the energy cost increases as the increase of R. This is con-
sistent with the non-linear power attenuation law. With lar-
ger R, the energy cost increases much fast than the decrease
of the transmitting nodes in a multicast tree. In fact, by the
non-linear power attenuation law, two nodes communicat-
ing directly would cost more energy than relaying messages
by a third node between them. This is also true in multicast.
Fig. 10 consolidates our analysis again that the decrease of
the average hop corresponds to the increase of the total
energy cost.

To sum up the simulations, both NJT and TJT are bet-
ter than BCT-p in almost all cases, and NJT generally per-
forms best with the lowest energy cost and the smallest
average hop. But when the network is quite sparse and
the ratio N/M is high, TJT yields better results than NJT
in terms of the energy cost. For a given algorithm, the
increase of the average hop corresponds to the decrease
of the energy cost, which verifies the non-linear power
attenuation law that relaying message via short distance
links consumes less energy than sending message over a
long distance link directly.
7. Conclusion

We have studied the energy efficient multicast routing
problem in ad hoc wireless networks. Three methods have
been proposed, a Steiner tree based method, a node-join-
tree greedy (NJT) method and a tree-join-tree greedy
(TJT) method. Although the Steiner tree based method is
a centralized method, which is helpful for theoretical anal-
ysis of multicast routing algorithms. It gives guaranteed
performance ratio. The NJT algorithm can be implemented
in a distributed fashion efficiently. It only requires each
node to have the information about its direct neighbors.
The TJT algorithm can also be implemented in a distrib-
uted way, but it will incur heavy communication cost,
because the nodes need to elect a best node to merge
orphans in each step of the algorithm. Besides of that, each
node is also required to know the cost of the shortest paths
to all other nodes (this information is need to compute q(v)
defined in (5)). This information can be obtained via some
topology information exchange protocols used in ad hoc
networks.

Extensive simulations have been conducted to compare
our NJT and TJT methods with the typical MIP-like
method. Simulation results have shown that our proposed
methods outperform the MIP-like method.
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