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Bayes Theorem (Review from last week)

• Note a symmetry in the equation:

– The equation remains in the same form if you exchange h and D.

• Can you explain the meaning of P(D)?



Choosing Hypotheses (Review from last week)

• When do these two become the same?



Basic Formulas for Probabilities (Review from last week)



Characterizing Concept Learning 
by Equivalent MAP Learners (Review from last week)



Learning to Predict Probabilities



Learning to Predict Probabilities (2)



Gradient Search to Maximize Likelihood in NNs



Comparison to NN Sigmoid Update Rule



Minimum Description Length Principle



Minimum Description Length Principle (2)

• Does this mean that a hypothesis chosen by the MDL principle 
will be the MAP hypothesis?



Most Probable Classification of New Instances



Bayes Optimal Classifier



Gibbs Classifier/Sampler



Naive Bayes Classifier



Naive Bayes Classifier (2)



Naive Bayes Algorithm 



Naive Bayes: Example



Naive Bayes: Subtleties



Naive Bayes: Subtleties (2)



Learning to Classify Text



Learning to Classify Text



Learn_Naïve_Bayes_Text (Examples, V)



Classify_Naïve_Bayes_Text (Doc)



Twenty Newsgroups (Joachims, 1996)

• 1000 training documents from each of 20 groups � 20,000

• Use two third of them in learning to classify new documents 
according to which newsgroup it came from.

• Newsgroups:

– comp.graphics, misc.forsale, comp.os.ms-windows.misc, rec.autos, 

comp.sys.ibm.pc.hardware, rec.motorcycles, 

comp.sys.mac.hardware, rec.sport.baseball, comp.windows.x,  

rec.sport.hockey, alt.atheism, sci.space, soc.religion.christian, 

sci.crypt, talk.religion.misc, sci.electronics, talk.politics.mideast, 

sci.med, talk.politics.misc, talk.politics.guns

• Naive Bayes: 89% classification accuracy

• Random guess: ?



An article from rec.sport.hockey

Path: cantaloupe.srv.cs.cmu.edu!das-news.harvard.edu!ogicse!uwm.edu

From: xxx@yyy.zzz.edu (John Doe)

Subject: Re: This year's biggest and worst (opinion)...

Date: 5 Apr 93 09:53:39 GMT

I can only comment on the Kings, but the most 

obvious candidate for pleasant surprise is Alex

Zhitnik. He came highly touted as a defensive 

defenseman, but he's clearly much more than that. 

Great skater and hard shot (though wish he were 

more accurate). In fact, he pretty much allowed 

the Kings to trade away that huge defensive 

liability Paul Coffey. Kelly Hrudey is only the 

biggest disappointment if you thought he was any 

good to begin with. But, at best, he's only a 

mediocre goaltender. A better choice would be 

Tomas Sandstrom, though not through any fault of 

his own, but because some thugs in Toronto decided …



Learning Curve for 20 Newsgroups

Accuracy vs. Training set size (1/3 withheld for test)

(Note that the x-axis in log scale)


