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Abstract—Short Message Service (SMS) is a widely used text
messaging feature available on both basic and smartphones,
making SMS spam detection a critical task. Supervised machine
learning approaches often face challenges in this domain due
to their dependence on manually crafted features, such as
keyword detection, which can result in simplistic patterns and
misclassification of more complex messages. Furthermore, these
models can exacerbate human-induced bias if the training
data include inconsistent labeling or subjective interpretations,
leading to unfair treatment of specific keywords or contexts.

We propose a Context-Enhanced Clustering (CEC) approach
to address these challenges by leveraging contextual meta-
data, adaptive thresholding, and modified similarity measures
for clustering. We evaluate our approach using the English
SMS spam dataset source from UC Irvine’s Machine Learning
Repository. CEC identifies representative samples from the SMS
dataset to fine-tune LLMs such as ChatGPT-4, improving the
robustness and fairness of spam classification. Our approach
outperforms traditional clustering techniques such as K-means
and DBSCAN in mitigating bias, as demonstrated through
experiments measuring a balanced accuracy of 85% and a
treatment equality difference (TED) of precisely zero. When used
to identify representative samples to fine-tune ChatGPT-4, the
CEC achieves a balanced accuracy of 98%, an equal opportunity
of difference (EOD), and a treatment equality difference (TED)
of zero. These results significantly reduce human-induced bias
while maintaining high classification accuracy.

Index Terms—CEC, SMS, Bias, Mitigation, EOD, TED, SPD,
LLM

I. INTRODUCTION

Short Message Service (SMS) is not merely a mode of
communication but a global phenomenon. Despite the
increasing dominance of Internet messaging platforms, SMS
is one of the most ubiquitous and reliable communication
methods. In 2023, there were 6.89 billion smartphone users
worldwide, projected to increase to 7.86 billion by 2028.
SMS remains highly effective, with 95% of text messages
read and responded to within three minutes after receiving.
In the United States alone, 97% of adults own mobile
phones (85% of which are smartphones), and the SMS
market is projected to reach a value of 12.6 billion dollars by
2025, experiencing a significant growth compound annual
rate of 20.3% !. However,the simplicity and widespread
availability of mobile devices have made SMS a significant
target for spam messages, leading to fraud, phishing, and
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identity theft [1]. In 2022, a survey in the United States
revealed that more than 225 billion spam texts were sent,
a staggering 157% increase from 87.8 billion in 2021. These
scams resulted in an estimated 20 billion dollars in financial
losses?.

Furthermore, spam significantly burdens network capac-
ity and data storage, further compounding its negative im-
pacts [2]. As SMS usage increases, the demand for effective
and robust spam detection systems becomes increasingly
critical. Addressing this challenge is essential to ensure user
safety, maintaining network efficiency, and preserving SMS’s
trust and reliability as a communication platform. Existing
spam detection methods often rely on manually labeled
datasets, which introduce human biases arising from incon-
sistencies in the way messages are labeled, affecting classi-
fication fairness and accuracy [3], [4]. Although clustering
techniques such as K-means [5] and DBSCAN [6] are widely
used for pre-processing and semisupervised learning, they
fail to address these biases due to static configurations and
limited adaptability to contextual features.

Human-induced bias refers to systematic patterns of
unfairness introduced into data due to human decisions,
perspectives, or behaviors that can result in discriminatory
outcomes. Spam detection plays a crucial role in ensuring
the security and reliability of SMS communications while
minimizing economic losses for organizations [7]. However,
its effectiveness is often compromised by the human-
induced label bias present in the training datasets [4].
This bias can arise from subjective labeling, inconsistent
interpretations, annotator fatigue, limited domain expertise,
or a lack of transparency in the labeling process. Such biases
introduce inconsistencies in the training data [8], ultimately
distorting the models developed for spam classification.

Several clustering techniques have been proposed for
SMS spam detection, offering a combination of methods to
enhance effectiveness [9]-[13]. However, in most existing
work, incorporating contextual metadata, such as spam-
related keywords and fairness, still needs to be addressed,
limiting their applicability in real-world scenarios. This
motivates the development of a fair, efficient, and context-
aware clustering approach, such as Context-Enhanced
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Clustering for SMS spam detection, which incorporates
adaptive techniques and contextual metadata to improve
clustering quality and reduce human-induced labeling
bias. Our research specifically addresses the following
questions:

. RQI1: How effective is the context-driven clustering
approach in reducing human-induced label bias com-
pared to traditional clustering techniques such as DB-
SCAN and K-means in SMS spam detection?

- RQ2: Can a context-driven clustering technique
effectively automate the selection of representative
samples to generate prompts to fine-tune large-
language models in SMS spam detection?

The main contributions of our approach are as follows:

- We introduce a novel context-driven clustering frame-
work that incorporates contextual metadata, modified
cosine similarity, and adaptive thresholding to improve
clustering quality in SMS spam detection.

. We automate the selection of representative samples
from clusters, enabling efficient and unbiased prompt
generation for LLM fine-tuning and eliminating man-
ual effort.

« We demonstrate significant reductions in human-
induced label bias and improved fairness in SMS spam
detection using metrics such as equal opportunity,
statistical parity, and treatment equality differences
while maintaining high classification performance.

The rest of this paper is organized as follows: Section II
discusses related work. Section III introduces the Context-
Enhanced SMS Clustering (CESC) framework, detailing the
integration of contextual metadata, modified cosine simi-
larity, adaptive thresholding, and the selection of represen-
tative samples for fine-tuning LLMs. Section IV describes
model performance evaluation, fairness metrics, and results
addressing the research questions (RQs). Section V provides
an in-depth discussion of the empirical results. Section VI
presents a threat to the validity of our approach. Finally,
Section VII concludes the paper and suggests potential
directions for future research.

II. RELATED WORK

Human-induced bias in data labeling remains a persis-
tent challenge in machine learning, especially for tasks that
require subjective interpretations, such as spam detection.
When annotators label large datasets, their perspectives can
introduce inconsistencies that adversely affect the perfor-
mance of models trained on these data. This variability
poses a considerable challenge in tasks such as SMS spam
detection. Research, including the work by Fort et al. [14],
highlights how human labelers’ backgrounds and personal
biases can shape their labeling decisions. Although several

research studies have been conducted about data labeling
in the SMS spam detection domain using clustering algo-
rithms such as K-means [5] and DBSCAN [6], little research
has been conducted to address human-induced biases due
to the large number of short messages in SMS.

A contextual term appears to be a particular term in
short-text messages such as "text", "free," etc. Therefore,
special clustering techniques are needed to reduce human-
induced label bias in SMS text messages for spam detection,
since existing clustering methods have limitations in adapt-
ing to contextual terms in short text data such as SMS.

Specifically, with respect to SMS detection, Nagwani and
Sharaff [9] investigated a bi-level text classification and
clustering approach employing K-means to improve SMS
spam filtering and thread identification. Their approach
demonstrated that integrating clustering with classification
techniques can effectively enhance spam detection but has
limited adaptability to varying message densities.

Anjali et al. [10] introduced optical character recogni-
tion for image data using unsupervised and deep semi-
supervised learning for the detection of SMS scams. This
study employs a combination of K-means, Non-Negative
Matrix Factorization, and Gaussian Mixture Models along
with feature extraction techniques such as TF-IDF and PCA,
with K-means feature extraction and vectorizer achieving a
superior accuracy.

Hind and Rachid [11] explored unsupervised and super-
vised learning techniques, a hybrid model combining K-
means and Naive Bayes, Random Forests, Logistic regres-
sion, and a Support Vector Machine for SMS spam de-
tection, with K-means-SVM having outstanding precision.
Similarly, Darshit [12] also combines clustering with the
Support Vector Machine for SMS spam detection.

A comparative analysis by Songfeng et al. [15] evaluated
the performance of K-means and DBSCAN on synthetic
datasets. The study provided valuable insights into the
strengths and limitations of each algorithm, informing their
application in SMS spam detection. In a similar research
work by Ahmad and Shilpa [13], they analyze four clustering
algorithms, namely K-means, DBSCAN, HCA, and MDBCA,
and compare their performance using different datasets.

These studies demonstrate the ability of clustering for
text classification. Our study builds on these papers to
extend the works of [9]-[12], [15] by using context-enhanced
clustering to reduce human-induced labeling bias in SMS
spam detection. We expand on previous approaches by
addressing the evolving nature of spam messages and
contextual features that are present in short SMS texts.

III. APPROACH

This section describes the Context-Enhanced Clustering
(CEC) framework for mitigating human-induced labeling
bias in SMS spam detection. CEC leverages contextual
metadata, modified cosine similarity, and adaptive cluster-
ing to help create high-quality clusters of SMS messages as
shown in Figure 1. Our CEC approach automatically selects



representative samples from the generated clusters, ensur-
ing a diverse and unbiased selection of messages. These
representative samples are then used to create prompts for
fine-tuning a Lareg Language Model (LLM), enhancing its
ability to classify SMS spam more fairly and accurately while
mitigating human-induced labeling bias.

SMS Message Step 1
Corpus
Contextual Metadata Step 2
Analysis P
\ 4
Weighted TF-IDF Step 3
Modified Cosine Similarity
with weighted TF-IDF Step 4
\ 4
Adaptive Thresholding Step 5
\ 4
Representative Sample
Selection Step &
v
Step 7

Fine-Tuning the LMM

Fig. 1. Flow chart of the CEC approach. The rectangles represent the CEC
processes, the cylinders represent stored data, the oval shape represents
the final step, and the arrows indicate the flow direction.

A. SMS Spam Data (Step 1)

The SMS spam collection dataset from the UCI Ma-
chine Learning Repository comprises 5572 entries with
two columns [16]. The first column specifies the message
category, either spam (unsolicited message) or ham (regular
message), while the second column contains the message
text. Of the 5572 entries, 4825 are ham messages (86.6 %)
and 747 spam messages (13.4 %).

B. Contextual Metadata Analysis (Step 2)

CEC begins by analyzing the contextual metadata of SMS
messages to assign importance to terms that are more
relevant to spam messages. Spam-related keywords ("free,"
"win," "offer") are identified based on domain knowledge
and their frequency in spam-labeled messages. Each term
t;j in a message m; is assigned a weight based on its

relevance and frequency:
wij= Relevance(t; j) x Frequency(#; j, Mspam)

Where w;; is the contextual weight for term ¢;;, calculated
based on term relevance and its frequency in spam, and
M;pam denotes the subset of messages labeled as spam.

C. Weighted TF-IDF (Step 3)

Each SMS message is transformed into a weighted Term
Frequency Inverse Document Frequency (TF-IDF) vector,
emphasizing contextually essential terms. The weighted TF-
IDF score for a term ¢;; is computed as:

Weighted TF-IDF(;;) = TF-IDF(#;;) - wij

The weighted TF-IDF helps capture the importance of
each term within a message, accounting for the contextual
significance in spam detection.

D. Modified Cosine Similarity with Weighted TF-IDF (Step
4)

A modified cosine similarity metric is applied to mea-
sure similarity between SMS messages, enhancing tra-
ditional similarity computation by assigning a greater
weight to spam-indicative keywords. Consider two mes-
sages A = [ay,a,...,a,] and B = [by,by,...,by]. Let W =
[wy, wo,..., wy,] represent the vector of contextual weights.
Then, the modified cosine similarity is defined as:

Yio Wk ak- by
\/22:1 Wi a \/ZZ:1 wg - b
Where wy is the contextual weight of term k, and ay, by

are the weighted term frequencies for messages A and B,
respectively.

Modified Cosine Similarity o5 =

E. Adaptive Thresholding (Step 5)

To allow clusters to adapt dynamically, thresholds for
grouping messages must be determined. For each message
m;, the local density is calculated using the average simi-
larity of its k-nearest neighbors:

D; = % Z Sij
Jj€Neighbors, (i)

where S;; is the similarity between messages m; and m;.
The thresholding for clustering is then calculated as:

e;=a-D;

The scaling factor ¢ was tuned in the range « € [0.3,1.5],
with optimal performance in a = 0.5, where a adjusts the



sensitivity to the density of local messages. This adaptive
thresholding enables tighter grouping in high-density re-
gions to prevent overgeneralization and looser thresholds in
low-density areas to capture rare spam patterns effectively.

E Representative Sample Selection (Step 6)

When the adaptive clusters are formed based on local
message density as described in step 5, representative sam-
ples are selected from these clusters to provide a balanced
and unbiased subset for fine-tuning LLMs. These samples
are selected based on the centrality score for a message x in
the cluster C;. Messages with the highest centrality score are
selected as representative samples, ensuring they are most
indicative of the cluster characteristics. This centrality score
is calculated as the average similarity Sy, between x and
all other messages y in the cluster C; as follows:

1
R(x)=— S
ICil yzc Y

G. Fine-Tuning the LLM (Step 7)

The selected representative samples generate prompts
for fine-tuning a pre-trained LLM, such as ChatGPT, for
SMS spam detection. LLM fine-tuning trains the model
to classify messages as spam or non-spam, using the
selected samples as input. This process reduces human-
induced label bias by relying on the contextually balanced
generated prompts from the clusters, which helps improve
both fairness and model performance in classification.

The pseudo-code of our approach is shown in Figure 2.

Algorithm 1 Context-Enhanced Clustering (CEC)
Require: SMS corpus M, spam-related keywords K, TF-IDF, LLM model

1: Preprocess messages and compute TF-IDF vectors
2: Assign contextual weights to terms in K
3: Compute weighted TF-IDF vectors
4: Calculate modified cosine similarity for all messages
5: Perform adaptive thresholding:
6: for each message m; do
T Compute local density using k-nearest neighbors
8: Calculate threshold €; = o x mean_density
9: end for
10: Perform adaptive clustering:
11: Initialize clusters as empty
12: for each pair of messages (m;, m;) do
13: if S;; > min(e;, ¢;) then
14: Assign m; and m; to the same cluster
15: end if
16: end for
17: for each cluster do
18: Calculate centrality scores for messages
19: Select representative samples with the highest scores
20: end for

21: Fine-tune LLM using representative samples as prompts
22: return Fine-tuned LLM model for spam detection

Fig. 2. Pseudocode for Context-Enhanced Clustering (CEC) Approach.3

Shttps:// github.com/gshufuhnwi/CEC-Approach

IV. RESULTS EVALUATION

Here, we describe how we evaluated our approach and
provide the results that answer our research questions.

A. Model Performance

The performance of our approach was evaluated using
three performance metrics: precision (P), recall (R), and
balanced accuracy (ACC). Precision (P) measures the pro-
portion of correctly predicted positive (spam) examples
relative to all examples classified as positive (spam):

TP
P=—" —
TP+FP
Recall is the proportion of positive instances (spam) cor-

rectly predicted out of the total number of actual positive

examples:
TP

R=——m—
TP+FN
Balanced Accuracy (ACC) is the mean accuracy calculated
across both the positive (spam) and negative (ham) classes
steenhoek2024comprehensive:

COrTeClnegative
examplesyegative

2

correctpositive
examplespositive

ACC =

B. Fairness Metric

Fairness refers to the ability of a spam detection model
to classify spam and ham messages equitably without
introducing biases that disproportionately affect specific
message patterns, keywords, or context. We evaluated fair-
ness using three metrics: statistical parity difference (SPD),
equal opportunity difference (EOD), and treatment equality
difference (TED) [18]. Statistical parity difference quantifies
the difference in the likelihood of a message being classified
as spam based on the presence of keywords such as "free"
and "win."

SPD = |P(Spam| "free") — P(Spam | "Win")|
where,

Tpfree+FPfree
TPfree+FPfree+FNfree+ TNfree

P(Spam | "free") = ‘

and

TPyin+ FPyin
TPyin+FPyin+ FNyin+ TNyin
Equal opportunity difference (EOD) calculates the differ-

ence in true positive rates for spam messages containing
keywords such as "free" and "text."

P(Spam | "win") =

EOD = |P(True Positive | "free") — P(True Positive | "text")|

where,
TP
P(True Positive | "free") = —— ¢
Tpfree + FNfree
and
TP win

P(True Positive | "win") = ——
T Pyin + F Nyin



Treatment equality difference (TED) is satisfied if messages
containing spam keywords like "free" and "win" have an
equal ratio of false negatives (FN) and false positives (FP).

FN FN
TED=||— —|= |
FP free FP win

SPD, EOD, and TED values near zero indicate that the
algorithm is equally likely to make errors for each spam key-
word, reflecting the fairness of its decision-making across
keywords in spam messages. In this evaluation, the key-
words "free" and "win" were selected based on their high
contextual weights, representing the most influential terms
associated with spam, making them ideal for the evaluation
of fairness.

C. Addressing the Research Questions (RQs)

1) RQI:: How effective is the context-driven clustering
approach in reducing human-induced label bias compared
to traditional clustering techniques such as DBSCAN and
K-means in SMS spam detection?

To answer this research question, we applied our ap-
proach described in Section 3, which uses contextual
metadata, modified cosine similarity, and adaptive cluster-
ing techniques to generate high quality clusters of SMS
messages to help reduce human-induced label bias. Our
approach demonstrated a balanced accuracy of 85%, recall
of 68%, and precision of 100%, highlighting its effectiveness
in accurately classifying spam and ham SMS messages. Fur-
thermore, it maintained fairness with a treatment equality
difference of 0, as shown in Table I. For comparison, K-
means and DBSCAN were configured with key parameters
set as follows: The K-means were run with the number of
clusters = 20, while DBSCAN used eps = 0.9 and minimum
samples = 2. DBSCAN, with similar precision and low accu-
racy, is better suited for scenarios where minimizing false
positives is a priority but might fail to deliver consistent
results across all messages. In contrast, K-means with low
precision and low accuracy are unsuitable for applications
where reliable and accurate message classification is es-
sential. DBSCAN, with high precision but low recall, allows
more spam messages to evade detection and pass through
the filters. In contrast, our approach with high precision
and low recall demonstrates a conservative filtering strategy
that accurately identifies legitimate messages while allowing
some spam to bypass detection.

TABLE I
PRECISION, RECALL, BALANCED ACCURACY (ACC), SPD (FREE, WIN), EOD
(FREE, WIN), AND TED (FREE, WIN) FOR OUR APPROACH (CEC), DBSCAN
AND K-MEANS

Model P R ACC SPD EOD TED
CEC 1.00 0.68 0.85 0.13 0.02 0.00
DBSCAN  0.99 0.59 0.79 0.14 0.07 0.02
K-Means 0.82 0.44 0.71 0.14 0.06 0.08

Summary for RQ1: As highlighted in yellow, CEC sur-
passed DBSCAN and K-Means, achieving a balanced
accuracy of 85% and a TED score of 0.00.

2) RQ2:: Can a context-driven clustering technique
effectively automate the selection of representative samples
to generate prompts to fine-tune large-language models in
SMS spam detection?

Today, most applications rely on manual prompts to
bridge the gap between human and LLM language to
achieve the best performance. To address this problem
in SMS spam detection, we used our CEC approach to
help automate the selection of samples, which can be
used as prompts for fine-tuning large-language models
(LLMs). This eliminates the need for manual labeling and
prompt generation, which is time-consuming and prone
to human-induced bias. In this study, we used our CEC
approach to select samples, which are used as input to fine-
tune ChatGPT-4. CEC, together with ChatGPT-4, achieved
a balanced accuracy of 98%, recall of 97%, and precision
of 88%, showing the ability of ChatGPT-4 to learn from
unbiased, high-quality examples from our CEC approach
while maintaining fairness with an EOD and a TED of 0, as
shown in Table II.

TABLE II
PRECISION, RECALL, BALANCED ACCURACY (ACC), SPD (FREE, WIN), EOD
(FREE, WIN), AND TED (FREE, WIN) FOR CHATGPT-4 USING CEC FOR
PROMPT SELECTION

Model P R ACC SPD EOD TED

ChatGPT-4 0.88 0.97 0.98 0.06 0.00 0.00

Summary for RQ2: As highlighted in yellow, when
CEC is used to select samples as input to fine-tune
ChatGPT-4, it achieves a higher balanced accuracy of
98%, an EOD score of 0.00, and a TED score of 0.00.

V. DISCUSSION

Our experimental results highlight the significant poten-
tial of CEC to effectively mitigate human-induced label
bias by incorporating context-aware clustering and adaptive
thresholding in SMS spam datasets. Compared to traditional
methods like DBSCAN and K-means, which have lower
recall and balanced accuracy, CEC demonstrates superior
balanced accuracy, recall, treatment equality difference
(TED), and equal opportunity difference (EOD), and also
ensures balanced representation of spam-related context,
reducing over-reliance on specific keywords. Using CEC to
select samples for fine-tuning LLMs such as ChatGPT-4
further enhances fairness and classification accuracy, ad-
dressing the limitations of existing clustering methods. Our
approach minimizes the dependence on human-induced
labeled training data, providing a more adaptive and effi-



cient solution for rapidly evolving SMS spam patterns while
surpassing traditional machine learning models.

VI. THREATS TO VALIDITY

While our Context-Enhanced Clustering (CEC) approach
effectively mitigates human-induced label bias in SMS spam
detection, certain factors may impact its generalizability
and validity:

. The reliance on English-only SMS messages restricts
the applicability of this approach to non-English lan-
guages. Spam characteristics, contextual meanings, and
linguistic structures vary across different languages,
potentially affecting model performance when applied
to multilingual datasets.

. CEC relies on adaptive clustering with contextual
weighting, which improves fairness but may be sen-
sitive to hyperparameter selection (clustering thresh-
olds, similarity metrics). Variability in parameter tun-
ing could impact model outcomes, requiring further
optimization strategies for different datasets and spam
trends.

« SPD, EOD, and TE assess spam detection’s fairness,
minimizing classification disparities across different
message types. However, these metrics alone may not
capture all forms of subtle bias in spam detection.

VII. CONCLUSION AND FUTURE WORK

Our research presents a novel approach to mitigate
human-induced label bias in SMS spam detection using
a context-enhanced clustering (CEC) framework. The study
demonstrates that CEC and using CEC to select samples
for fine-tuning large language models such as ChatGPT-
4 achieved highly balanced accuracy, recall, and precision
while maintaining low equal opportunity and treatment
equality differences compared to the work of G.S. fuhnwi
et al. [19]. This highlights the potential of CEC for efficient
and accurate SMS spam detection, eliminating the need
for traditional state-of-the-art machine learning or deep
learning approaches that rely on large, labeled datasets,
which are costly in terms of human labeling.

Future work will focus on extending the CEC approach to
multilingual datasets, sentiment analysis, explore additional
fairness evaluation frameworks and implementing real-time
spam filtering capabilities.
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