
Finding Potential Research Collaborations from
Social Networks Derived from Topic Models

Md Asaduzzaman Noor
Gianforte School of Computing

Montana State University
mdasaduzzamannoor@montana.edu

John Sheppard
Gianforte School of Computing

Montana State University
john.sheppard@montana.edu

Jason Clark
MSU Library

Montana State Univeristy
jaclark@montana.edu

Abstract—Community detection is a valuable tool for
analyzing social networks given its potential for identi-
fying groups with common characteristics and common
interests. In this work, we focused on detecting scholarly
communities based on researchers’ publication data to
discover interdisciplinary collaboration recommendations
(researchers working on different domains). Specifically,
instead of using any physical or direct relationship between
researchers, we utilized a topic model to obtain the topic-
based similarity between researchers to construct the social
network graph. Next, we employed an edge-weakening
procedure to alter the initially constructed network to
uncover a more refined community structure. Two commu-
nity detection algorithms, Louvain and Spectral clustering,
were utilized to find the community structures in the
modified network. The results of our experiments revealed
the ability to discover possible research communities for
both algorithms that were comparable, which suggests
that our method has the potential for identifying hidden
interdisciplinary research collaboration recommendations
using topical relationships as the basis for building and
analyzing the social network graph.

Index Terms—Social Network Analysis, Community De-
tection, Topic Modeling, Scholar Network

I. INTRODUCTION

With the rapid growth of digital information such as
social media, blogs, reviews, and scientific publications,
the need for analyzing and mining these data has gained
a lot of attention in the past decades. Social network
analysis (SNA) is a valuable tool for analyzing these
data that can group or cluster entities (e.g., people)
based on their similarity in interest. In SNA, these
groups are often called communities. When constructing
a social network, one can take several approaches. One
approach is taking direct or physical relationships such
as friends, colleagues, coauthorship, or communication
between people. Another approach is taking both direct
and similarity relationships that do not exist physically,
for example, topic-based similarity or co-citation. Most
works in the existing literature focused on direct rela-
tionships to construct the network and used the indirect
relationships either as node attributes or to strengthen
the edge weight between the entities.

In this paper, we focus on the social network analysis
of scholarly data to identify communities of researchers
who might benefit from collaboration. For constructing
the social network, instead of considering a direct re-
lationship (e.g., coauthorship and author citation), we
considered a topic-based similarity relationship. One
of our intentions for this work was to investigate de-
veloping a recommender system that would be able
to provide interdisciplinary (researchers from different
fields/domains) collaboration recommendations. When
constructing a social network based on a direct rela-
tionship, we hypothesize that it would not be able to
provide the best interdisciplinary recommendations as
researchers from different domains may not be con-
nected directly. Therefore, we focused solely on content
or topic-based similarity for the network construction,
where the intuition is that researchers independent of
domains working on similar topics of interest might ben-
efit from being connected. For the topic-based scholar
network, we used researchers’ publication metadata con-
sisting of publication titles and abstracts. Then with the
metadata, we trained a topic model for topic discovery
and connected researchers based on topic distribution
similarity. Finally, we applied two community detection
algorithms to cluster the researchers based on similar
topics of interest.

II. RELATED WORK

Traditional community detection algorithms such as
that of Grivan and Newman [1], greedy modularity
optimization [2], fast modularity optimization [3], and
a spectral algorithm [4] work best when detecting com-
munities based on the graph’s topological structure.
However, analyzing this structure, which in most cases
only considers the direct relationship between actors
(e.g., colleagues, co-author, co-citation), may impact the
community detection results in the presence of additional
content-based data (e.g., tweets, social media posts,
publication data) [5]. Therefore, alternative work has
been done that considers both topological and content-
based features to improve the detection of communities.
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Rosen-Zvi et al. [6] introduced an author-topic model
that extends Latent Dirichlet Allocation (LDA) [7] to
include authorship information. Following that, Liu et al.
[8] introduced the Topic-Link LDA model that unifies
the graph structure and topic models using a Bayesian
hierarchical approach. To address the issue of growing
complex networks, Wang et al. [9] proposed a local
community detection method considering both link and
content data where content features were extracted using
TF-IDF scores [10].

Yang et al. [11] proposed a discriminative approach
for combining link and content for detecting commu-
nities, where they used a conditional model to intro-
duce hidden variables for detecting vertex popularity
and a discriminative model for content analysis based
on community membership. Liu et al. [12] combined
graph structure and content following a content prop-
agation perspective, where they modeled the interac-
tions between vertices with influence propagation and
random walks. As mentioned earlier, these methods
focus on direct relationships for the network construction
and use the content to strengthen the vertex popular-
ity/relationship. However, we are more interested in
constructing the scholar network solely based on con-
tent/topic similarity for interdisciplinary collaboration
recommendations.

Some works focus solely on content for community
detection. Velardi et al. [13] proposed a novel content-
based model for social network analysis where they
were able to detect the emergent semantics of the social
network domain and introduced a measure of concept
similarity based on lexical chains of ontological and co-
occurrence relations. Similar to our work, Zhao et al.
[14] introduced a topic-oriented community detection
approach by grouping all the social objects into topic
clusters and utilizing link analysis to detect topical
communities. Similarly, Nguyen et al. [15] utilized
the Author-Recepient-Topic (ART) model that discovers
trending topics and automatically labels them for better
product marketing. These works focus on topics as the
vertex of the constructed network and do community
detection based on these topic vertices. In our work, we
introduced a novel way of connecting researchers with
the topic-based probability distribution derived from a
topic model such as LDA.

III. PROBLEM STATEMENT

The problem that we attempted to address in this study
is, given a group of researchers’ publication metadata
(title, abstract, and authorship), how can we identify
the set of communities based only on the topic-based
relationships to be able to provide potential research col-
laboration recommendations? As we are more interested
in discovering interdisciplinary research collaborations,

we did not consider any direct or physical relationships
such as authorship that could introduce a bias towards
researchers working in the same domain.

We hypothesize that a social network constructed
with topic-based relationships will be able to discover
research communities based on similar topics of interest
where members of the communities may have different
fields or departments, suggesting interdisciplinary col-
laboration recommendations.

IV. DATASET

In this paper, we used publication metadata of the
existing researchers at our institution for constructing the
social network. One of the goals of this paper is to detect
scholar communities not based on direct relationships
such as co-author or citation but on indirect relationships
such as topic similarity. A subsequent goal will be to use
the detected communities to discover relations that can
provide recommendations for interdisciplinary work. We
used OpenAlex [16], which is an open-source platform
to access the comprehensive interconnected catalog of
scholarly papers, authors, institutions, venues, and more.
OpenAlex collects data from many sources, including
CrossRef, PubMed, institutional, and discipline-specific
repositories.

The OpenAlex API allows filtering the publication
data based on a specific institution id, and we used our
institution id to obtain research articles where at least
one of the authors had an affiliation with the institution.
The time frame we used to extract the data was from
2004 to the Present (i.e., 2023). Each research article
data from OpenAlex includes the article title, abstract,
list of authors, publisher, publication date, citation count,
document identifier (DOI), etc.; however, for building
a topic-oriented network, we considered only the title
and abstract of the article. For the given time frame, we
collected data for 583 researchers, and we were able to
extract the researcher’s name, their college (e.g., College
of Engineering, College of Letters and Science), and
their department (e.g., Electrical Engineering, Physics,
Ecology) from the school database. From OpenAlex, we
downloaded data for 10, 285 research articles, where at
least one of the researchers was an author from our
institution. For some of the researchers, we did not obtain
any publication data and for some, the total number of
publications was less than 5 which may not be enough
to obtain a reasonable number of topics. Therefore, we
excluded them from the topic network. This left a total
of 335 researchers in the topic network with a maximum
of 171 publications and an average of 30 publications.
Figure 1 shows the graph for the numbers of publications
per researcher in descending order.
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Fig. 1: Number of publications per researcher, sorted in
descending order of count

V. METHODOLOGY

A. Topic Modeling

Since we are interested in building a scholarly network
graph based on the topics or concepts of interest to the
researchers, the first step is to find those hidden topics
from the researchers’ published articles. We used Latent
Dirichlet Allocation (LDA) [7], a generative probabilistic
model for discovering latent topics in a large corpus of
documents, to uncover these topics. LDA treats docu-
ments as a mixture of latent topics, and topics as a
mixture of words/terms seen in the documents, where
documents are defined as a probability distribution over
the latent topics sharing a common Dirichlet prior, and
the topics are defined as a probability distribution over
the words sharing a common Dirichlet prior as well.

In this work, we treated an article’s title and abstract
as a single document and the collection of all research
articles extracted from OpenAlex as the corpus. Then, we
applied text preprocessing such as punctuation, digits,
and stop-word removal to obtain the vocabulary set
(words) for training. After training, we obtained the topic
probability distribution of each researcher by querying
the topic model with documents published by that spe-
cific researcher.

B. Constructing the Scholarly Social Network

A social network can be expressed as a graph structure
G = (V,E), where G represents the whole network, V
represents the set of vertices, and E represents the set of
edges. In our case, each vertex represents a researcher,
and an edge between two researchers represents a re-
lationship based on the topic similarity. Therefore, we
need a measure or score to quantify the strength of the
relationships to define the network edges. Recall that
we extracted a topic probability distribution for each
researcher using LDA.

We want the topic similarity score between the two
researchers to be symmetric and bounded to do a fair
network analysis later. Therefore, we used the Jensen-
Shannon (JS) divergence, which is also based on the
KL divergence, but it is symmetric, and the score is
bounded between [0, 1]. The mathematical definition of
JS divergence is

DJS(P||Q) =
1

2
(DKL(P||M) +DKL(Q||M))

where P and Q represents two probability distributions,
DKL(P||Q) =

∑
i Pi log

(
Pi

Qi

)
, and M = 1

2 (P + Q)

is a mixed probability distribution. As the value of DJS

near zero indicates strong similarity, we used 1 −DJS

to define the edge relationship, which indicates that an
edge weight near one represents a strong topic similarity
between two researchers. Finally, by connecting all the
researchers with their respective topic probability distri-
bution, we ended up with an undirected weighted social
network.

C. Community Detection

After constructing the social network, the next step is
to do network analysis to discover meaningful patterns
of information. Community detection is an effective tool
for analyzing social networks, which from a graph per-
spective, is defined as a subset of vertices that are densely
connected to each other and sparsely connected to the
vertices in other communities in the same graph. Assume
Ci is a community in a network G consisting of a subset
of vertices vi ∈ V. The goal of community detection is
to discover a community set C = {C1,C2, ...,Ck} such
that V = ∪k

i=1Ci. To evaluate the detected communities,
we need a scoring function to tell us how good the found
communities are.

Many scoring functions have been proposed in the
literature to quantify the detected communities. Among
them, the most popular is the Modularity metric [17],
which is based on the intuition that sets of vertices that
have many connections between their members should
form a community. The modularity metric is defined as

Q =
1

2m

n∑
i=1

n∑
j=1

[(
Aij −

didj
2m

)
× δ(Ci,Cj)

]
where A represents the adjacency matrix, m = |E|
is the number of edges, di is the degree of vertex vi,
and δ(·) is the Kronecker delta function (i.e., if vertex
vi and vj are in the same community, it returns 1,
otherwise 0). To summarize the equation, it measures if
the fraction of edges inside a community is larger than
the expected number of edges in the same community
in a randomly initialized graph maintaining the original
degree distribution. Alternative measures of evaluating
communities are discussed in [18].
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For this work, we used two community detection al-
gorithms: Louvain and Spectral Clustering. The Louvain
algorithm, introduced by Blondel et al. [3], is a greedy
community detection algorithm that tries to partition
the graph with a high modularity score. It follows an
agglomerative approach, initially treating all the vertices
as distinct communities. Then for each vertex, two
calculations are performed: 1) compute the modularity
gain (with respect to the whole graph) when putting
the selected vertex to the community of its neighbor
vertex, and 2) select the neighbor vertex that yields the
highest modularity gain and merge the selected vertex
community with the neighbor vertex community. The
agglomeration continues until no further modularity gain
is possible.

This process provides the first level of partition. In
the second level, the algorithm makes a supervertex for
each partition in the previous level and connects two
supervertices by an edge if there is at least one edge
connecting the partition in the previous level, and the
weight of the edge is assigned as a sum the edge weights
connecting the partition in the previous level. These two
steps are then repeated to form new hierarchical levels
and supergraphs until the communities become stable
(i.e., no further gain in overall modularity score).

The Spectral Clustering community detection algo-
rithm [4] relies on the spectral properties of a graph.
If the communities are well-defined, then the rows
across the eigenvectors of the graph Laplacian should be
similar or close if they are in the same community. The
symmetric graph Laplacian matrix, defined as Lsym =

D− 1
2AD− 1

2 where D is a diagonal degree matrix and A
is the adjacency matrix of the graph, has some interesting
properties such as the eigenvector decomposition of
Lsym always provide real eigenvalues and the K largest
eigenvalues corresponds to K cut in the graph. Then
one can use any clustering algorithm such as K-means
[19] by taking the eigenvectors corresponding to the K
largest eigenvalues as input to cluster the vertices and
assign communities.

VI. EXPERIMENTAL DESIGN

For our approach, we needed to create the topic model
based on the researchers’ publication metadata (i.e., pa-
per title and abstract). For the first step, we used Python’s
NTLK library [20] for digits, punctuations, stop-word
removal, lemmatizing, and word tokenization for text-
based data preprocessing. The next step was learning the
LDA topic model for which we used Python’s Gensim
library [21], specifically the LDA mallet model that uses
Gibbs sampling for learning the model’s parameters. One
of the hyperparameters for LDA is defining the num-
ber of topics beforehand. We used the topic coherence
score [22] to determine the best number of K topics.

Fig. 2: UMass coherence score on different number of
topics learned from collected research articles.

Specifically, the coherence score attempts to measure
how interpretable the discovered topics are by taking the
top N words of a topic and assessing how similar these
words are across the corpus. We used the UMass [23]
coherence score (the lower the better) defined as

CUMass(wi, wj) = log

(
D(wi, wj) + 1

D(wi)

)
where wi and wj correspond to two words, D(wi) counts
how many times the word wi appears alone in the
corpus, and D(wi, wj) counts how many times words
(wi, wj) occur together in the documents. Finally, the
global coherence score of a topic is the average pairwise
coherence score on the top N words describing a topic.
Figure 2 shows the UMass score on different numbers
of topics in our experiments, and we selected the topic
model with 600 topics (the elbow point) to build the
social network graph.

Next, we calculated the topic probability distribution
similarity, which was used to define the edge weight
when connecting two researchers in the social network.
Note that the JS divergence measure yields a value
greater than zero even though the topic distribution
may be dissimilar between two researchers. Thus, this
process starts by creating a completely connected graph.
Therefore, we tuned threshold values to weaken the edge
weight, thus weakening the whole structure of the graph,
to obtain a more refined community structure. Moreover,
we used the modularity score as a measure to evaluate
the detected communities by the different algorithms.

Spectral community detection needs the number of
communities to be prespecified (a hyperparameter); how-
ever, the Louvain algorithm does not since it selects
the number of communities with the highest modularity
gain. As we compared the detected communities of these
two algorithms, we set the number of communities in
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Spectral clustering to be the same as obtained from the
Louvain algorithm to make the results comparable. To
evaluate the performance of the two community detec-
tion algorithms, we used the Jaccard similarity measure
defined as

J(A,B) =
|A ∩B|
|A ∪B|

where in our case, A and B represent the set of vertices
from two communities obtained by the two algorithms.
If both A and B are identical, the similarity score
would be one, and if they are completely different, the
similarity score would be zero. As both the algorithms
are unsupervised, meaning the discovered community
numbers may not align, we calculated all pairwise
community Jaccard distances and sorted the distance to
obtain the community alignment between two different
algorithms. Finally, to obtain an overall similarity score
of the communities discovered by the two algorithms,
we averaged the Jaccard similarity score of the best-
aligned community pair with respect to the total number
of communities. If both algorithms produce the same set
of communities, the overall score would be one.

VII. RESULTS & DISCUSSION

To evaluate the effects of the edge threshold, we
started with a threshold value of zero (i.e., the whole
network was used without pruning) and then increased
the threshold value in increments of 0.01 until 0.6. First,
we applied the Louvain algorithm to detect the total
number of communities, which was then used as the pre-
specified number of clusters for the Spectral algorithm.
Figure 3b (the right Y axis) shows the total number of
communities discovered by the Louvain algorithm, and
figure 3a shows the modularity score on the detected
communities for different threshold values. For threshold
values less than 0.15, both algorithms obtained a similar
number of communities with a low modularity score.
As the threshold increase, there is a gradual increase
in the number of communities and modularity score
for both algorithms, until threshold 0.42. At this point,
communities and modularity gradually decrease. The
modularity of the detected communities demonstrates
that weakening the network structure is effective for ob-
taining a more refined network with a higher modularity
score, at least to a point.

Next, we compared the similarity of the discovered
communities by the two algorithms (Figure 3b), where
an average Jaccard score of one implies that the detected
communities of the algorithms are identical. For lower
threshold values with fewer communities, we observe
a high similarity score (0.9 on average) between the
two algorithms, which then drops as the number of
communities grows from a threshold value of 0.2 to
0.3 and gradually increases again afterward. At threshold

(a) Modularity score based on communities found.

(b) Jaccard similarity and number of communities between two
algorithms.

Fig. 3: Characteristics of the detected communities based
on different edge thresholds.

value 0.38, the average Jaccard similarity score becomes
one, meaning the produced set of communities between
the two algorithms is identical.

Table I shows the statistics of the discovered com-
munities between the two algorithms where TH, NC,
and AvgJ represent the threshold values, number of
communities, and average Jaccard score respectively.
The following columns list the maximum, minimum,
median, and standard deviation of the sizes of the
discovered communities with ‘L’ and ‘S’ specifying the
Louvain and Spectral algorithm. The median community
sizes gradually decrease as we increase the threshold
values meaning most of the discovered communities
have few members. After investigating the communities
at threshold 0.38 (both algorithms produce the same set
of communities), we noticed that there was only one
large community with a size of 187, whereas the rest of
the communities ranged from sizes 2 to 15.

After discovering the communities, qualitatively
evaluated the communities by examining related
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TABLE I: Louvain and Spectral Clustering Communities

Th NC AvgJ Max(L) Min(L) Med(L) Std(L)
Max(S) Min(S) Med(S) Std(S)

0.00 3 0.91 140 78 117 31.34
136 77 122 30.83

0.06 3 0.91 141 79 115 31.13
136 77 122 30.83

0.12 4 0.74 117 48 85 29.15
121 53 80.5 28.09

0.18 5 0.49 102 30 77 29.69
125 12 62 40.27

0.24 14 0.65 70 2 14 22.08
120 3 18 30.25

0.30 27 0.65 100 2 5 19.50
102 2 3 22.88

0.36 40 0.84 157 2 2.5 24.54
151 2 3 23.61

0.42 39 0.96 233 2 2 36.90
235 2 2 37.22

0.48 21 1 289 2 2 62.57
289 2 2 62.57

0.54 8 1 320 2 2 112.38
320 2 2 112.38

0.60 5 1 327 2 2 145.34
327 2 2 145.34

(a) Communities with 13 members

(b) Communities with 9 members

Fig. 4: WordCloud of different communities

terms/vocabulary for each community. We anticipated
the detected communities would align with the re-
searchers’ respective departments, given that researchers
from similar departments should produce similar work
(with some exceptions). Any exceptions are of particular
interest and can be used to provide interdisciplinary
collaboration recommendations. To identify the terms
specific to a community, we combined all publications

of the researchers of that community and queried the
model to obtain the top five topics. Then we multiplied
the topic probability by the term probability in that topic
to identify the strengths of a term for that community.

Figure 4 shows example WordClouds for discovered
communities at the threshold 0.38, chosen due to both
algorithms producing identical sets of communities. We
also aligned each community with the most represented
department in that community. Subfigure 4a shows a
community with size 13 where seven of the members are
from Health & Human Development and the remaining
members are from Psychology and Sociology & Anthro-
pology. The terms in the WordCloud also show relevance
to these departments. Subfigure 4b shows another exam-
ple with a community size of nine members where there
are six members (two members each) from Microbiology
& Cell Biology, Environmental Science, and Chemical
Engineering and the rest are from Civil Engineering.
These examples demonstrate that the proposed model
was able to identify communities with members of
similar topic interests that are not necessarily from the
same department.

VIII. CONCLUSION AND FUTURE WORK

Based on our work constructing social networks from
topic models from which communities were extracted,
our results suggest that discovered communities align
when using an appropriately tuned threshold to weaken
the network structure. The extracted concepts for a
community also provide valuable information such as
members and concepts aligning with their respective
departments and members from different departments
working with similar concepts. The mixed membership
communities are of interest to us as a way to provide
interdisciplinary collaboration recommendations.

For this work, we only considered discrete community
detection algorithms, meaning an entity can only belong
to a single community. However, real-world datasets
often contain entities that may belong to more than one
community, referred to as overlapping communities. For
future work, we will consider overlapping community
detection algorithms to test if they improve the quality
of the detected communities. In addition, we will investi-
gate the impact of hierarchical and hidden communities.
Furthermore, we will consider using different recommen-
dation algorithms such as personalized PageRank [24] to
obtain possible collaboration recommendations. Finally,
we are applying our proposed model with different
datasets, for example, the Beginning College Survey
of Student Engagement Participation Agreement, which
surveys entering college students’ prior academic and
co-curricular experiences, in the context of identifying
undergraduate student cohorts as a means of improving
student retention and reducing time-to-degree.
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