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A continuous time Bayesian network is a probabilistic graphical model capable of 
describing discrete state systems that evolve in continuous time. Unfortunately, the number 
of parameters required for each node in the graph is exponential in the number of 
parents of the node, which can be prohibitively large for many real-world systems. To 
mitigate this problem, disjunctive interaction is proposed as a method for reducing the 
number of required parameters from exponential to linear. In this work, the relation 
between disjunctive interaction and standard parameterization techniques is explored both 
theoretically and experimentally. Experimental results demonstrate that inference over 
models with disjunctive interaction exhibits greater scalability with no degradation in 
accuracy.

© 2017 Elsevier Inc. All rights reserved.

1. Introduction

Continuous time Bayesian networks (CTBNs) are a probabilistic graphical model that provide a powerful framework for 
modeling systems of discrete variables that evolve in continuous time [1]. Using a CTBN, it is possible to obtain information 
regarding the expected probability distribution over the states of a variable as a function of time. Work has been done to 
improve both the representational power of the model, as well as the supporting algorithms that aid in reasoning over 
complex and uncertain domains [2]. To date, CTBNs have been employed successfully in a number of diverse, real-world 
applications [3–5]. The positive results for the model have increased interest, and its popularity as a temporal model has 
increased in recent years [6]. This is largely due to the explicit continuous time representation, which has advantages over 
its discrete-time counterparts such as the dynamic Bayesian network [7]. Despite their demonstrated utility, many domains 
have yet to adopt the CTBN framework for practical use. This may be due to the computational complexity associated with 
CTBNs, which can become unmanageable when working with large models [8].

A CTBN represents a system of variables as the nodes in a directed graph. The transition behavior of each variable is 
encoded using parameters that describe the transition rates between states over time. Let U be the set of parent nodes 
for a node X in the graph. The behavior of X depends on the current state of the variables U. Furthermore, the number 
of parameters required to specify X is exponential in the size of U. While this is a non-issue for toy problems with few 
variables, many real-world problems consist of variables whose behavior is dictated by many other factors. These types of 
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problems containing large numbers of dependencies correspond to models with large parent sets. As the size of the parent 
sets increase, the required number of parameters may make the tasks of learning and inference intractable.

For example, consider a node X with five parents U = {A, B, C, D, E}. Transition behavior for X must be specified for 
each combination of state assignments to U, including {a0, b0, c0, d0, e0}, {a0, b0, c0, d0, e1}, etc. If each parent has three 
states, then the total number of unique state assignments to the parents is 35 = 243. Each of these instantiations require 
a separate parameterization of X to describe its transition behavior under the given parent states. Even with this relatively 
small number of parents and states, it is apparent that scalability is a concern with respect to the size of parent sets.

The computational complexity associated with a large number of dependencies is an issue common among all probabilis-
tic graphical models, and is not limited to the CTBN framework [9–11]. In other frameworks, this issue has been addressed 
by exploiting features of the model that allow for alternate representations [12]. Within Bayesian networks the notion of 
disjunctive interaction, also called the Noisy-OR assumption, provides a method for compact parametric representation, re-
ducing the number of required parameters to be linear in the size of the largest parent set rather than exponential. This 
reduction in complexity is made possible by the assumption that each parent is sufficient to cause an effect in the child. 
Furthermore, no effect can occur without a parent as a causal mechanism. This assumption is often reasonable for real-world 
systems that behave according to causal relationships. Unfortunately, the topic of disjunctive interaction has only recently 
been addressed in the CTBN literature, and the established approach employed in Bayesian networks does not extend to 
CTBNs due to the introduction of temporal dynamics [13].

Given that CTBNs are by nature more complex and contain a larger number of parameters, the more succinct parameter-
ization afforded by disjunctive interaction could prove especially advantageous in this framework. To this end, we propose a 
modification to CTBN representation that allows the framework to take advantage of disjunctive interaction, capitalizing on 
the features of the model in a manner that reduces the complexity associated with its parameterization. This allows for the 
representation of larger systems within the CTBN framework, which will support its adoption in new domains focusing on 
novel problems.

In this work, we present a method for describing disjunctive interaction as it applies to CTBNs. Section 2 provides a 
formal description of the CTBN model, and Section 3 offers an overview of the work most relevant to our approach. In 
Section 4 we detail our approach to parameterizing a CTBN using generalized disjunctive interaction, and in Section 5
the process for converting between disjunctive and standard parameterization is provided. Section 6 demonstrates how 
disjunctive interaction works in the special case where all nodes are binary, which allows for assumptions to be made 
that simplify the computations required to parameterize the model. Section 7 describes how an existing CTBN inference 
algorithm can be adapted to make use of the disjunctive model representation provided in this work. The approach is 
tested in Section 8 via a series of experiments. The first set of experiments compares the query results of a traditionally 
parameterized CTBN with one parameterized using disjunctive interaction. The second set of experiments are intended to 
investigate the scalability of models that make use of disjunctive interaction. The final section provides a summary of our 
approach, along with directions for future work in this topic.

2. Background

This section provides the background information necessary to place the contributions of this work in context. To begin, 
the mathematical foundation upon which CTBNs are based, the continuous time Markov process, is described. Next, the 
CTBN model itself is described, with a specific focus on the conditional intensity matrix (CIM) representation. For a more 
thorough description of CTBNs, the reader is referred to the existing literature, especially the work of Nodelman [7].

2.1. Continuous time Markov process

A continuous time Markov process (CTMP) provides a framework for modeling a system of discrete-state variables that 
evolve in continuous time [14]. By modeling the temporal process of variables, it is possible to determine the probability 
distribution over the states of the system at any point in time.

Let X be a CTMP. X is comprised of two components: an initial distribution P and an intensity matrix Q . P is a vector 
that defines the probabilities of the process starting in each state at the start of time t = 0. Q is a matrix that defines the 
transition behavior between the states over time. An entry qi, j in row i, column j of the matrix Q indicates the expected 
intensity with which the process transitions from state i to state j. P and Q are shown below for a process consisting of n
states.

P = (p1, p2, · · · , pn) Q =

⎛
⎜⎜⎜⎜⎜⎜⎝

x1 x2 · · · xn

x1 q1,1 q1,2 · · · q1,n

x2 q2,1 q2,2 · · · q2,n

...
...

...
. . .

...

xn qn,1 qn,2 · · · qn,n

⎞
⎟⎟⎟⎟⎟⎟⎠
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Each pi ∈ P represents the probability of starting in state i. The non-diagonal entries in the matrix Q can be any 
non-negative value, while the diagonals are constrained to equal the negative sum of the remaining entries in the row. 
More formally, qi,i = − 

∑
j �=i qi, j , so each row in the matrix sums to zero. The probability that the process transitions from 

state i to state j is defined by an exponential distribution with a rate of qi, j . The probability density function for this 
distribution is as follows. Note that this is a positive distribution, requiring that the value for time t be non-negative.

f (t;qi, j) = qi, j exp(−qi, jt)

A CTMP can be thought of as a generative model, capable of producing a sample of how the system might behave over 
time. A sample, also commonly referred to as a trajectory, defines the state of the process for the entire interval of time 
(ts, te), where ts is the start time, and te is the end of a period of interest. A trajectory σ can be generated by first sampling 
from the initial distribution P to determine the state of the system at time ts . The next state of the system can be obtained 
using the intensities in the row corresponding to the current state. The transition times to each of the other states can be 
sampled from exponential distributions with the rates in the corresponding columns. The soonest transition time can then 
be taken, and the process can be repeated, with state and transition times recorded for the entire time interval (ts, te).

Sampling from individual exponential distributions for each state and taking the minimum is referred to as the method 
of “racing exponentials.” Alternatively, a single transition time can be drawn from an exponential distribution with a rate 
equal to the sum of each of the intensities in the off-diagonal entries in the row of an intensity matrix. Given the restriction 
that the diagonal entry be equal to the negative sum of the remaining row, this rate can be obtained by taking the absolute 
value of the diagonal entry. The time drawn from this distribution is the expected time to transition to any of the other 
states. This is due to the property that the minimum of a set of exponential random variables is defined by an exponential 
distribution with a rate equal to the sum of the rates for each of the variables in the set. After obtaining the transition time 
in this fashion, determining the location of the transition can then be done by drawing from a multinomial distribution 
defined by the relative difference in rates between the states.

Although the CTMP is a highly expressive model, it has a major drawback that makes it impractical for many scenarios. 
The problem arises when modeling multiple variables. In that case, each state xi in the CTMP X represents a specific state 
instantiation to all of the variables being considered. Let V be the set of variables in the process, and |V | be the number 
of states associated with variable V ∈ V. Then the number of states |X | that are needed to represent all possible state 
instantiations is as follows:

|X | =
∏
V ∈V

|V |. (1)

In other words, the number of states in a CTMP is exponential in the number of variables being modeled, meaning that 
the size of the initial distribution P and intensity matrix Q are also exponential in size. For this reason, a CTMP is not a 
scalable solution. If multiple variables are to be modeled, a more compact representation is required.

2.2. Continuous time Bayesian network

The continuous time Bayesian network (CTBN) is a model closely related to the CTMP that attempts to address the issue 
of scalability by providing a more compact representation. This improvement is made possible by exploiting conditional 
independencies between variables in the system. Unlike a CTMP where each variable is assumed to depend on every other 
variable, a CTBN focuses on identifying independencies and making them explicit, thus reducing the representational size in 
the process.

CTBNs use a directed, potentially cyclic graph G to encode direct variable dependencies. The nodes correspond to vari-
ables V, while the edges describe dependence relationships. The transition behavior of a node depends directly on the 
current state of that node’s parents in the graph. An example of a CTBN graph structure is shown in Fig. 1. This model is 
intended to describe the impact of a drug on the body through time.

A CTBN is parameterized by specifying an initial distribution and a conditional intensity matrix (CIM) for each node in 
the graph G [1]. The initial distribution is a vector of probabilities much like the one used to describe a CTMP, except the 
initial distributions that are assigned to each node define a probability distribution over the states of the associated variable 
only. A CIM is used to define the transition behavior for a node over time. This CIM is similar to an intensity matrix, except 
that transition behavior may change as a function of the states of a node’s parents in G . Using this parameterization, each 
node in the network can be thought of as a conditional Markov process. Nodelman et al. provide a more formal description 
of a conditional Markov process in [7].

“A conditional Markov process X is an inhomogeneous Markov process whose intensity matrix varies with time, but only 
as a function of the current values of a set of discrete conditioning variables U. Its intensity matrix, called a conditional 
intensity matrix (CIM), is written QX |U and can be viewed as a set of homogeneous intensity matrices QX |u – one for 
each instantiation of values u to U.” [1]

By defining a conditional Markov process for each variable in the system, the size of the parameterized model can be 
reduced greatly. The size of the initial distributions for each node corresponds to the number of states for that individual 
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Fig. 1. CTBN corresponding to the Drug Effect Network [1].

variable. As a result, the total number of probabilities required to specify the initial distribution of the process is equal to 
the sum of the states for each variable; or, 

∑
V ∈V |V |. Compare this summation to the product of state counts shown in 

Equation (1). While the space complexity for a CTMP initial distribution is exponential in the number of variables, it is 
linear for CTBNs.

A similar reduction is possible when specifying the rates of the intensity matrix. The number of entries in an intensity 
matrix for a CTMP is

nctmp =
(∏

V ∈V

|V |
)2

.

Alternatively, the total number of entries in the CIMs of a CTBN over the same set of variables is

nctbn =
∑
V ∈V

((∏
U∈U

|U |
)

× |V |2
)

, (2)

where U is the set of parents for node V in the graph. If these parent sets are smaller than the total number of nodes in 
the graph, then nctbn < nctmp , and often nctbn � nctmp . In other words, so long as the behavior of a variable only depends on 
a subset of the other variables in the system, a CTBN is able to model the process more compactly.

Referring back to the drug effect network, a conditional Markov process is specified for each of the eight nodes in 
the network. As an example, consider the Joint Pain node, which has parents Barometer and Concentration. For the sake of 
conciseness, these nodes can be referred to using their first initials J , B and C . Node J can be parameterized with an initial 
distribution of size | J |, and a CIM where the number of rows/columns for each intensity matrix is also | J |. In accordance 
with the definition for a conditional Markov process, the CIM can be viewed as a set of homogeneous intensity matrices, 
one for each unique state instantiation of the parent nodes. The CIM for node J will therefore consist of |B| × |C | intensity 
matrices. If it is assumed that |B| = 3 and |C | = 2, then there are 3 × 2 = 6 homogeneous intensity matrices that make up 
the CIM for node J as follows.

Q J |{B,C} = {Q J |{b0,c0},Q J |{b0,c1},Q J |{b1,c0},Q J |{b1,c1},Q J |{b2,c0},Q J |{b2,c1}} (3)

Although the CTBN representation may be substantially more compact than a CTMP over the same set of variables, in 
many situations the model may still be unmanageably large. The product in Equation (2) accounts for the requirement that 
all parent instantiations must be enumerated. If a node in a CTBN has a large number of parents, then storing and using a 
CIM for the node may be difficult due to the exponential number of homogeneous intensity matrices. In the worst case, all 
nodes may depend on every other node. In this case, no independencies can be exploited, and a CTBN provides no benefits 
over a CTMP representation. For CTBNs with large parent sets, a more concise representation may be required. In this work, 
disjunctive interaction is introduced as a partial solution to this problem.
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Fig. 2. Line failure model for the Noisy-OR model in Bayesian networks.

3. Related work

The vast majority of work to date on disjunctive interaction in probabilistic graphical models has focused on its use in 
Bayesian networks. As originally proposed by Pearl, the binary Noisy-OR model for Bayesian networks can be applied to any 
system that meets the assumptions of accountability and exception independence [12]. In this context, state zero is treated as 
False, while state one is True. Accountability refers to the notion that at least one parent must be True if its child is observed 
to be True, which holds because the model can be interpreted as causal. Exception independence means that the factors 
that inhibit causation are independent of one another, ensuring that each exception to the system’s normal behavior can 
be interpreted as an independent variable. Another way to interpret this is as a series of AND gates for each parent, where 
the inputs include the cause and a negated inhibitor mechanism. The output of these AND gates becomes the input to a 
Boolean OR gate, which produces the binary Noisy-OR model. This representation is shown in Fig. 2, where each value Ii

is drawn from a binary probability distribution defined by the inhibitor probability, and the function F is defined to be the 
standard OR gate. These inhibitor probabilities are what gives the Noisy-OR model its name, in that they introduce noise 
to an otherwise deterministic function. Additionally, Pearl shows how parameters in the conditional probability tables can 
be calculated on-the-fly using this model, thereby reducing the number of probabilities that need to be stored to describe 
system behavior.

The Noisy-OR model has been applied successfully to a variety of real-world problems that require modeling disjunctive 
interaction in Bayesian networks. Oniśko et al. use disjunctive interaction to reduce the number of parameters that must be 
specified for use in small datasets [15]. The authors learn the reduced set of parameters in the Bayesian network by using 
a small set of patient records for the purpose of diagnosing liver disorders. Murphy and Mian review methods for learning 
dynamic Bayesian networks for the purpose of modeling gene expression data and describe how disjunctive interaction 
allows for compact parameterization of the conditional probability tables in the networks [16]. Bobbio et al. show how to 
convert fault trees into Bayesian networks [17]. These fault trees naturally exhibit disjunctive interaction, and the authors 
take advantage of this property to produce a more condensed representation.

Perhaps the most successful application of Noisy-OR occurs in the medical domain, where the faults in the network are 
considered to be a disease, while the tests are referred to as findings. Noisy-OR played a major role in the development 
of the Quick Medical Reference, Decision-Theoretic (QMR-DT) diagnostic model [18]. This is a bipartite Bayesian network 
consisting of a set of diseases connected to a set of findings and constructed using expert knowledge in the medical do-
main. Heckerman demonstrated the effectiveness of the Noisy-OR parameterization in Bayesian networks by applying it to 
the QMR-DT model [19]. It was here that Heckerman first introduced an inference algorithm called quickscore, which was 
specifically designed to exploit the structure of binary Noisy-OR. The algorithm is specifically designed to query for the 
probability of an effect given a set of positive findings or negative findings that act as causal mechanisms for the effect. 
The algorithm is exponential in the number of positive findings, and only works in the case of binary variables using an OR 
gate.

There have been several extensions to the original formulation of disjunctive interaction in Bayesian networks. Henrion 
extends the original model by relaxing the assumption that a variable may only enter the True state if a parent is in the 
True state [20]. This is achieved by introducing another synthetically produced parent called a “leak” node that is always 
on. This leak node represents the potential for unmodeled events to cause a True child state. Srinivas further generalizes 
disjunctive interaction by allowing for multi-state variables, as opposed to the binary restriction that was originally imposed 
[21]. Srinivas also relaxed the original model to allow the OR gate in Fig. 2 to be any discrete function mapping the 
inputs u′

1, . . . , u
′
n to the output x. Finally, Srinivas discussed several specific discrete functions that allow for more tractable 

inference. Heckerman et al. discuss disjunctive interaction within the context of a more general framework called causal 
independence. This describes the notion of any independence that can be used to simplify the exponential parameterization 
required for the conditional probability tables in a Bayesian network [22–24]. Finally, the work presented here extends 
work by Perreault et al. [13], where in this paper, a more formal treatment of disjunctive interaction in CTBNs is provided. 
Furthermore, this work provides a description of how disjunctive interaction can be used to compactly parameterize CTBNs, 
even in the case where the variables are non-binary.
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Fig. 3. Generic parent-child relationship.

4. Disjunctive interaction

Although the CTBN is representationally powerful, it is incapable of scaling to models that contain nodes with a large 
number of parents. The space complexity of the system primarily depends on the node with the largest number of parents, 
with all other nodes contributing potentially far less to the space requirements of the model. With this in mind, a generic 
network containing a single child node and n parent nodes is introduced in this section for demonstrative purposes. This 
network can be thought of as a standalone CTBN, or as a subnetwork in a larger model. The graph structure for this network 
is shown in Fig. 3.

The number of homogeneous intensity matrices required to describe a CIM for node X is as follows:

|QX |U| =
n∏

i=0

|Ui|. (4)

It is this exponential number of intensity matrices that prevents model scalability. CTBNs provides a more compact rep-
resentation of a CTMP by using conditional independence between variables. Similarly, it is possible to exploit special 
characteristics of the data in a CTBN to provide an even more compact representation. This provides a method for avoiding 
the exponential space complexity for cases where this data characteristic applies.

Disjunctive interaction between the variables in a CTBN can be used to simplify model representation. Let X be a node 
in a CTBN, and let U be the set of parents for that node. We say that there is a disjunctive interaction between X and its 
parents if the assumptions of accountability and exception independence hold. We describe these two assumptions as they 
exist in a temporal context with an arbitrary number of variable states, which varies slightly from the traditional definitions 
provided by Pearl [12].

The accountability assumption refers to the notion that a transition between the states of X may occur only as a result 
of the state of one of the parents in U. In other words, if each of the parents in U are expected to cause a zero transition 
rate from a state xi to x j , then the final transition rate should be zero as well, since there has been no sufficient cause to 
explain the transition. If it is desired for X to have some rate of transitioning despite the absence of a cause, an additional 
synthetic node can be added to the parent set of X that represents the notion of unmodeled causes. This synthetic node is 
referred to as a “leak” node, in that it captures all other possibilities and explicitly represents otherwise implicit behavior.

As an example, consider the Joint Pain variable from Fig. 1, which depends on its parents Barometer and Concentration. 
Accountability holds if and only if barometric pressure and drug concentration are the only factors that will produce a 
change in the state of joint pain. Given that there are likely other factors that contribute to the a person’s joint pain, a 
leak node Joint Pain Leak would need to be added as a parent of Joint Pain to account for these other factors while still 
maintaining the accountability assumption.

The assumption of exception independence stipulates that if a transition event from xi to x j occurs, the mechanisms 
that cause such a transition are independent from one another. This means that any parent U ∈ U is sufficient to produce 
transition rates between the states of a variable X on its own, without the assistance of any other parent. Furthermore, 
if multiple parents of X are expected to cause a transition from xi to x j , then when considered simultaneously, they will 
cause the transition to occur at a higher rate than considering the parents individually.

Again, the Joint Pain variable from Fig. 1 is used to demonstrate exception independence. In this case, the assumption 
requires that the causal mechanisms Barometer and Concentration influence joint pain independently. If this assumption 
holds, the barometric pressure will contribute to a person’s joint pain regardless of the concentration of the drug, and 
similarly the influence that the drug concentration has on joint pain does not depend on barometric pressure. This behavior 
must hold for all parents, including any leak nodes that are added to allow for the accountability assumption.

If both of these assumptions hold, then we can say that there is a disjunctive interaction for the parents of X . When this 
is the case, the node X can be parameterized more concisely than a typical node in a CTBN. The insight that allows for the 
reduction in parameters is the notion that X depends on each of its parents independently, rather than simultaneously. To 
formalize this idea, we introduce the notion of a disjunctive conditional Markov process.

A disjunctive conditional Markov process X is an inhomogeneous Markov process whose intensity matrix varies with 
time, but only as a function of the current value of a discrete conditioning variable U drawn from a set of disjunctive 
variables U. This intensity matrix, called a disjunctive conditional intensity matrix (DCIM), is written Q̂X |U and can be 
viewed as a set of homogeneous intensity matrices QX |u – one for each instantiation u to U , for each variable U in U.

Without loss of generality, let X be a node in a CTBN with n parents, and assume that disjunctive interaction holds. 
A DCIM can be defined in terms of the more traditional CIM data structure by using a conceptual model. For example, 
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Fig. 4. Conceptual disjunctive network structure.

Fig. 4 shows n separate instances of X , one for each parent U ∈ U. Although the actual CTBN structure contains only a 
single instance of X , this figure serves as an aid for conceptualizing DCIMs. Intuitively this structure conforms to the idea 
of disjunctive interaction in that each of the parents is now able to influence the behavior of X independently without the 
interference of another parent. Using traditional CIM parameterizations for these disjoint instances of X , each QX |U requires 
|U | homogeneous intensity matrices corresponding to the states of the parent variable U . The DCIM for a node X with 
parents U can be thought of as the union of the CIMs required for each X in the conceptual model.

Q̂X |U =
⋃
U∈U

QX |{U }. (5)

For a more concrete example, consider the drug effect network example provided in Fig. 1. The Joint Pain variable was 
modeled as a conditional Markov process, dependent on both Barometer and Concentration. By assuming disjunctive inter-
action between the causes of the Joint Pain variable, we would assert that the barometric pressure will affect joint pain 
without the assistance of drug concentration, and vice versa. In other words, a specific combination of barometric pressure 
and drug concentration will not have a unique influence on joint pain other than the existing contribution made by Barom-
eter and Concentration individually. If this assumption holds, then Joint Pain can be modeled using a disjunctive conditional 
Markov process. Recall from our example that Barometer consists of three states while Concentration has two. Then the set 
of homogeneous intensity matrices that make up the DCIM for Joint Pain is as follows:

Q̂ J |{B,C} = {Q J |b0,Q J |b1,Q J |b2,Q J |c0,Q J |c1}. (6)

Note that there are five intensity matrices in this set, compared to the six intensity matrices necessary for the CIM shown 
in Equation (3). This is because a DCIM considers the state of each parent on an individual basis, rather than using state 
assignments to all parents simultaneously. As a result, the number of homogeneous matrices required to specify a DCIM is 
the summation of the number of states for each parent variable.

|Q̂X |U| =
n∑

i=0

|Ui | (7)

This follows directly from Equation (5), which constructs the set of intensity matrices using a union operation. A viable 
interpretation of disjunctive interaction is that each of the parents acts as an independent cause of a transition in the 
child. This means that identifying the next transition in state X reduces to the task of taking the minimum of a set of 
independent random variables that are exponentially distributed with rates defined for each of the parents. Each of these 
random variables is a transition event, and the earliest of these events will be exponentially distributed with a rate equal to 
the sum of the parent contributions. This is analogous to how a diagonal entry in a row of an intensity matrix defines the 
earliest transition time for all other states by summing the remaining columns.

Comparing Equations (4) and (7), we see that the number of intensity matrices required to specify a DCIM is a summa-
tion, while a CIM requires a product over the same terms. This change from a product operation to a summation operation 
is the cause for the reduction in the number of parameters when using DCIMs. As we consider models with a larger number 
of parents, or parents with a larger number of states, the savings provided by the DCIM representation becomes increasingly 
evident.

5. Converting DCIMs to CIMs

Although DCIMs are capable of concisely representing disjunctive interaction, existing algorithms designed for CTBN 
learning and inference are dependent on the CIM framework. To ensure DCIMs are compatible with these algorithms, we 
require a method for dynamically converting a DCIM to a CIM. The concern however, is that if a DCIM is simply replaced 
with a CIM, the representational advantages afforded by disjunctive interactions are lost. Instead, we take advantage of the 
fact that algorithms typically only utilize a small subset of the parameters in a CIM at one time. To facilitate access to 
specific parts of a CIM, DCIMs can be used to derive only the information that is necessary. This allows an algorithm to 
access a CIM implicitly, despite the fact that no explicit representation exists.

To derive a CIM from a DCIM, we make use of the properties of the underlying disjunctive interaction. As a reminder, 
each parent U of a variable X is considered sufficient to explain the behavior of X if the disjunctive assumption holds. 
As a result, each parent U in some state u will cause X to transition from state xi to x j with a rate of QX |u[i, j]. When 
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considering every parent U ∈ U, we are left with n = |U| transition events, each of which are independent exponentially 
distributed random variables. The rate at which we expect X to transition from xi to x j given a full state instantiation u
to its parents U is therefore the minimum of the transition times obtained from each parent individually. Given that the 
events are independent and exponentially distributed, the rate of the minimum transition time for a full instantiation of the 
parents is as follows.

QX |u[i, j] =
∑
u∈u

QX |u[i, j] (8)

The property that allows the individual transition rates to be summed is the same property that ensures that the diagonal 
entry in the row of an intensity matrix encodes the sojourn time for that state. Recall that the diagonal entry in the row 
of an intensity matrix is the negative sum of the remaining entries for the row, and that the absolute value of the diagonal 
represents the rate at which the variable will transition to any of the other states. This is directly analogous to how a 
combination of parents cause a transition event in a child with a rate equal to the sum of their individual effects. Each 
parent can be thought of as contributing to the overall transition rate, and due to the accountability assumption discussed 
in the previous section, the entirety of a transition rate must be accounted for by these parent contributions.

Using Equation (8), each rate qi, j for a homogeneous intensity matrix in a CIM can be computed using the rates in a 
DCIM. This applies to any of the entries in an intensity matrix for a CIM, including the negative entries along the diagonal. 
Given the summation applies to each of the individual entries of a matrix, entire intensity matrices in a CIM can be com-
puted at once using matrix addition. Specifically, QX |u = ∑

u∈u QX |u , where QX |u is a homogeneous intensity matrix in the 
CIM QX |U , and QX |u is a homogeneous intensity matrix from the DCIM Q̂X |U . Note that while summing the matrices as a 
whole may be advantageous in some cases, it will likely be computationally more efficient to sum the individual rates when 
only a subset of an intensity matrix is required to perform inference.

To better conceptualize how CIM rates are generated dynamically from rates in a DCIM, we can define a CIM in terms of 
functions rather than statically stored transition rates. Consider an arbitrary homogeneous intensity matrix QX |u from the 
CIM QX |U . Each of the entries in the matrix can be replaced with a call to a function taken directly from Equation (8), and 
returns an intensity corresponding to the indices provided as input.

f (X,u, i, j) =
∑
u∈u

QX |u[i, j] (9)

The key concept is that an intensity for a position in the matrix does not exist until it is computed by the function. Rather 
than storing the rates directly, a reference to a function that enables the rate to be computed is provided. After a rate is 
computed, the value can be discarded and recomputed at a later time if necessary. The CIM with function entries is shown 
below. This representation provides a means of representing a larger set of parameters with a smaller set of parameters and 
a mapping function that exploits the disjunctive interaction in the model.

QX |u =

⎛
⎜⎜⎜⎜⎜⎜⎝

x1 x2 · · · xn

x1 f (X,u,1,1) f (X,u,1,2) · · · f (X,u,1,n)

x2 f (X,u,2,1) f (X,u,2,2) · · · f (X,u,2,n)

...
...

...
. . .

...

xn f (X,u,n,1) f (X,u,n,2) · · · f (X,u,n,n)

⎞
⎟⎟⎟⎟⎟⎟⎠

6. Binary as a special case

The notion of disjunctive interaction as it was first proposed for Bayesian networks assumed that all nodes in the network 
were binary, where each state had an explicit meaning [12]. Specifically, state one is considered to be the presence of an 
event, while state zero may be thought of as an absence of an event. The relationship between a parent and its child may 
then be interpreted as causal, where an event’s occurrence in a parent will cause an event to occur with some probability in 
a child node. This interaction acts as an OR gate in that one or more parents are needed to cause an event in the child node. 
Furthermore, if no events have occurred in the parent nodes, then no event will occur in the child. The model is referred to 
as the Noisy-OR gate because there is a non-zero probability that an event fails to occur in the child node, despite an event 
occurring in a parent.

This section explores disjunctive interaction in CTBNs for the special case where a child node and all of its parents 
have exactly two states. First, note that the CIM for node X consists of 2n homogeneous intensity matrices, where n is the 
number of parents for node X . Each of these homogeneous intensity matrices have four entries, equating to two unique 
rates. An example of such an intensity matrix is shown below.

QX |u =
( 0 1

0 −λu λu
1 μu −μu

)
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The parameters in these matrices describe the rate at which the variable is expected to transition from one state to another. 
Using this, the probability density function f and the cumulative distribution function F can be defined for transitioning 
from state x0 to state x1.

fλu(t) = λu exp(−λut)

Fλu(t) = 1 − exp(−λut)

The cumulative distribution function Fλu (t) defines the probability of transitioning from a state of x0 to a state of x1 by 
time t . This means that the probability that the process has remained in state x0 until time t is exp(−λut).

To replicate the event causation interpretation from the Bayesian network literature, restrictions can be applied to the 
rates of the intensity matrices for X . Specifically, it is assumed that λu = 0.0 when each u ∈ u is in state u0. This ensures 
that if no event has occurred in the parent nodes, then there is no cause to explain an event in X , and the probability that 
X = x1 is 0.0. This requirement stems from the accountability assumption discussed earlier, which states that the occurrence 
of an event may only occur as a result of a cause.

For purposes of analysis, additional constraints are imposed to allow for closed-form analysis of the state probabilities 
through time. First, the initial distribution for X is defined as P = (1.0, 0.0), which forces X to deterministically start in 
state x0 at the starting time. In addition, it is assumed that once an event occurs, the process cannot revert back to an 
absence of an event. This requirement can be handled by forcing each rate μu to equal 0.0. This guarantees that the event 
state x1 is an absorbing state, meaning that an event will only occur once and stay in that state for the remainder of the 
process. By making these assumptions, it is possible to derive the probability distribution over the states of X over time.

The DCIM model may now be used for the described binary CTBN. Rather than requiring 2n intensity matrices, a DCIM 
needs only 2n. This corresponds to the two separate intensity matrices required for each state of a parent node, which is 
necessary for all n parents. Using the available 2n intensity matrices in the DCIM, it is possible to compute any intensity 
matrix in the CIM according to the parent state assignment u. The probability that multiple causes fail to produce an event 
in X is the product of the probabilities that each cause fails to produce an event independently. For more information, refer 
to Pearl’s work on Noisy-OR [12]. Using this property, along with the cumulative distribution function, an equation may be 
derived that defines the rates of a CIM in terms of the rates in a DCIM.

P (X(t) = x1) = 1−P (X(t) = x0) (10a)

1 − exp(−λut) = 1−
∏
u∈u

exp(−λut) (10b)

exp(−λut) =
∏
u∈u

exp(−λut) (10c)

−λut =
∑
u∈u

−λut (10d)

λut = t
∑
u∈u

λu (10e)

λu =
∑
u∈u

λu (10f)

The derivation starts on Line (10a) with a basic equality showing that the probability of X being in each of the two 
states sums to 1.0. Next, Line (10b) shows the cumulative distribution function using a rate λu for a CIM is shown on the 
left. An alternative representation is shown on the right side of the equation, where the probability of remaining in state 
x1 is replaced with the product of probabilities for remaining in state x1 given each parent individually. This produces an 
equality that relates the rate in a CIM to the rates in a DCIM. Line (10c) subtracts 1 from both sides and multiplies the 
resulting terms by −1. Line (10d) takes the log of both sides, which also has the effect of changing the product to a sum. 
In Line (10e), each side is multiplied by −1, and t is pulled out of the summation. Finally, note that the t value on the left 
side of the equation is equal to the t value on the right, indicating that this equality holds for all times t . As a result, the t
on each side of the equation cancels, resulting in the equality shown in Line (10f).

This derivation indicates that a rate in a CIM can be computed by summing the rates contributed by individual parents. 
The rate summation matches the general description of disjunctive interaction described in Section 4. This validates the 
formulation presented in this work by demonstrating its equivalence to previous disjunctive interaction as it was originally 
proposed for Bayesian networks. Furthermore, if the rate assumptions made in this binary special case hold, then the 
computation of CIM rates can be simplified. First, it is immediately known that the rate of transitioning from x1 to x0 is 
always 0.0, meaning that no summation needs to be performed for these entries in the CIM. Next, it is assumed that if 
a parent is in state u0, then it will not cause X to transition to state x1. With the knowledge that these rates are equal 
to 0.0, the summation shown in Equation (10f) may be simplified. Rather than summing over the entire set of parent 
instantiations u, the sum can instead consider only those parents where u = u1. This excludes the cases where u = u0, 
which have a known contributing rate of 0.0. The binary rate may be computed more efficiently that a general CIM rate 
due to the potential reduction in the size of the summation.
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Algorithm 1 Retrieve intensity.
Input: A state x ∈ X and an instantiation u to parents U
Output: Intensity qx|u for transitioning to another state
1: procedure GetRate(x, u)
2: qx|u ← 0
3: if X uses DCIM then
4: for u ∈ u do
5: qx|u ← qx|u + QX |u [x, x]
6: else
7: qx|u ← QX |u[x, x]
8: return qx|u

7. Approximate inference with disjunctive interaction

Importance sampling can be used to achieve inference over a CTBN that contains nodes that are parameterized using 
DCIMs. This works by sampling trajectories from a proposal distribution P ′ that is guaranteed to conform to evidence. The 
difference between the proposal distribution P ′ and the true distribution P is accounted for by weighting each sample by 
its likelihood.

Trajectories σ can be broken into segments σ [i] that are partitioned based on when variables transition between states. 
The likelihood of a trajectory is decomposable by time, and is therefore calculated by multiplying the likelihood contri-
butions for each segment of the trajectory. The likelihood of sampling a trajectory expressed in terms of the individual 
contribution functions for each variable is as follows:

PN (σ ) =
∏
X∈X

L X (T [X |U], M[X |U])

where T [X |U] is the sufficient statistics indicating the amount of time X spends in each of its states as a function of its 
parent variables U, while M[X |U] contains information about state transition counts between the states in X . The corre-
sponding likelihood contribution for node X is shown below:

L X (T [X |U], M[X |U]) =
∏

u

∏
x

⎛
⎝qM[x|u]

x|u exp(−qx|uT [x|u])
∏
x′ �=x

θ
M[x,x′|u]
xx′|u

⎞
⎠ (11)

where T [x|u] is the amount of time X spends in state x while its parents are in states u, M[x, x′|u] is the number of 
transitions from x to x′ , and M[x|u] is the total number of transitions from x to any other state, obtained as input to the 
likelihood contribution function. Importance sampling works by sampling from a proposal distribution P ′ that guarantees 
the resulting trajectories conform to evidence, rather than the target distribution PN . The sampled trajectories are then 
weighted to account for their being drawn from the proposal distribution. The calculation of the weight for a sample is 
shown below, where e is the set of evidence indicating known states for specified time durations.

w(σ ) = PN (σ ,e)

P ′(σ )

In order to compute likelihoods in the presence of disjunctive interaction, the sampling process must be adjusted slightly. 
With the introduction of DCIMs, the necessary rate parameters from Equation (11) are no longer readily available, and must 
be computed as they are required. The importance sampling algorithm can be extended to allow for disjunctive interaction 
by calling a function to obtain rates for transition times, as well as the multinomial distributions that define the relative 
likelihood of entering each state in the event of a transition. These rates for transition times and multinomial distributions 
may be computed using Algorithms 1 and 2 respectively, which either compute the intensities in the event that the node 
uses a DCIM representation, or draw the intensities directly from the corresponding intensity matrix if the node is using a 
standard CIM representation.

The pseudocode for importance sampling was originally presented by Fan et al., which demonstrates how the likelihood 
and weight equations are built into the process of continuous time sampling [25,26]. A modified version of this procedure 
is shown in Algorithm 3, where asterisks to the right of lines indicate changes that were made to the original code. These 
changes include calls to either the GetRate procedure or the GetMultinomial procedure, which compute the necessary 
rates on the fly using the summation from Equation (8). This differs from the original importance sampling algorithm which 
obtained these rates directly from the intensity matrices that were available. Algorithm 4 provides the updated pseudocode 
for the Update-Weight procedure, which is a subroutine of the importance sampling algorithm.

Other inference algorithms can be modified in a similar fashion, where the GetRate and GetMultinomial proce-
dures are called as rates from CIMs are needed. Disjunctive interactions allow for a more compact representation of CTBNs, 
regardless of the choice of inference algorithm. Furthermore, it is quite likely that large portions of a CIM will never need 
to be computed during the inference process. Consider sample-based inference, which essentially performs a random walk 
through state transitions. As the number of homogeneous intensity matrices in a CIM increases, it becomes increasingly 
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Algorithm 2 Retrieve multinomial distribution.
Input: A state x ∈ X and an instantiation u to parents U
Output: A multinomial distribution θx|u for transitioning to each other state

1: procedure Get-Multinomial(x, u)
2: θx|u ← {0, · · · , 0} � Vector of |X | zeros
3: if X uses DCIM then
4: for s ∈ X , where s �= x do
5: for u ∈ u do
6: θx|u[s] ← θx|u[s] + (QX |u [x, s]/QX |u [x, x])
7: else
8: for s ∈ X , where s �= x do
9: θx|u[s] ← θx|u[s] + (QX |u[x, s]/QX |u[x, x])

10: return θx|u

Algorithm 3 Importance sampling with disjunctive interaction.
Input: An end time tend and a set of evidence e
Output: A sample-weight pair (σ , w)

1: procedure CTBN-Importance-Sample(tend , e)
2: t ← 0, σ ← ∅, w ← 1

3: for each variable X ∈ X do
4: if eval

X (0) defined then
5: set x(0) ← eval

X (0), and then set w ← w · θB
x(0)|paB(0)

6: else choose state x(0) according to θB
X |paB(X)

7: Loop:
8: for each X ∈ X such that T ime(X) is undefined do
9: if eval

X (t) is defined then set �t ← eend
X (t) − t

10: else if eval
X (te) is defined where te = etime

X (t), x(t) �= eval
X (te) then

11: choose �t from an exponential distribution with
12: parameter GetRate(x(t), uX (t)) given �t < (te − t) *
13: else choose �t from an exponential with
14: parameter GetRate(x(t), uX (t)) *

15: Define T ime(X) ← t + �t

16: Let X ← arg minX∈X[T ime(X)]

17: if T ime(X) ≥ tend then
18: w ← Update-W eight(X, w, t, tend)

19: return (σ , w)

20: else
21: w ← Update-W eight(X, w, t, T ime(X))

22: Update t ← T ime(X)

23: if eend
X (t) �= t or eval

X (t) is defined then
24: if eval

X (t) is defined then set x(t) ← eval
X (t)

25: else choose x(t), the next value of X , from a multinomial with
26: parameters GetMultinomial(x(t), uX (t)) *

27: Add 〈X ← x(t), t〉 to σ
28: Undefine T ime(X) and T ime(Y ) for all variables Y for which X ∈ UY

29: else
30: Undefine T ime(X)

Algorithm 4 Update weight.
Input: A variable Y , current weight w , and sample times t1 and t2

Output: An updated weight w
1: procedure Update-Weight with Disjunctive Interaction(Y , w, t1, t2)
2: for each X ∈ X such that eval

X (t) is defined for t ∈ [t1, t2) do
3: w ← w · L̃ X (x[t1 : t2])

4: for each X ∈ X such that eval
X (te) is defined, where

5: te = etime
X (t1), and x(t1) �= eval

X (te) do
6: if X = Y then
7: w ← w · (1 − exp(−GetRate(x(t1), uX (t1)) · (te − t1))) *
8: else w ← w · 1−exp(−GetRate(x(t1),uX (t1))·(te−t1))

1−exp(−GetRate(x(t1),uX (t1))·(te−t2))
*

9: return w
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Fig. 5. The network structure for the CTBN used in the expectation comparison experiments. X is parameterized using DCIMs.

less likely that a sample path will use every rate. This relates to the curse of dimensionality in that samples will not be 
sufficient to cover the entirety of a CIM. For this reason, learning and storing every possible transition rate for a CIM is 
often unnecessary, and may not be possible when considering memory limitations. This further emphasizes the importance 
of the DCIM representation and the role it plays during inference.

Note that the expected computational complexity of the algorithm has not been altered, but rather has been adapted to 
work with DCIMs using the same architecture designed for CIMs. The intent of the importance sampling algorithm presented 
here is to demonstrate how existing algorithms are able to work with the more compact DCIM representation without the 
need for significant alterations. Despite the fact that the theoretical bounds for computational complexity are not improved, 
the algorithm adapted to work with disjunctive interaction tends to result in smaller computation times when the number 
of parents is large, which is discussed in greater detail in Section 8.2. Future work will focus on developing inference 
algorithms that use the DCIM representation directly, rather than first translating the parameters to a CIM compatible form.

Finally, it is worth noting that this process is analogous to inference algorithms in Bayesian networks, except that rather 
than summing rates, Bayesian network algorithms multiply disjunctive conditional probabilities. The reason for this equiva-
lence is the CTBN’s reliance on the exponential distribution, where summing transition intensities is the temporal equivalent 
to multiplying fixed probabilities. Excluding algorithms such as quickscore which make use of specific network structures, 
inference in Bayesian networks in the presence of disjunctive interaction works in much the same way as described here, 
where the probabilities in a conditional probability table are computed at runtime as necessary.

8. Experiments

8.1. Expectation comparisons

In this section, two experiments are presented that are intended to validate and explore the behavior of the proposed 
DCIM parameterization. The first experiment restricts the number of states for both the child and parent nodes to be 
binary, while the second experiment relaxes this restriction. These experiments compare the query results of a network 
parameterized using DCIMs with the expected transition probabilities. These experiments are designed to justify further 
the formulation of disjunctive interaction in CTBNs by supporting the theoretical results already provided. In all cases, the 
modified importance sampling algorithm described in Section 7 was used, which performs on-the-fly calculations of the 
necessary rates using information encoded in DCIMs.

8.1.1. Binary state nodes
For the first experiment, we constructed a network with four parents A, B , C and D , and a single child node X . The 

network structure is shown in Fig. 5. All nodes in the network are assumed to have two states, 0 and 1. Each of the parent 
nodes are parameterized with an initial distribution of (0.5, 0.5) and a single intensity matrix containing a rate of 1.0 for 
transitioning to either state 0 or 1. The child node X is parameterized with an initial distribution of (1.0, 0.0), and uses the 
disjunctive interaction model. This means that rather than using a CIM which would require a total of 16 intensity matrices, 
a DCIM is used to define transition behavior, consisting of only eight. The rate λ1 of X transitioning to state 1 given an 
instantiation of its parents is a random number drawn uniformly from the range [0.0, 10.0]. These rates are generated using 
a random number generator with a fixed seed to ensure that parameterization is consistent over numerous experiment runs. 
For each intensity matrix in the DCIM, the rate of transitioning from state 1 to state 0 is 0.0. The initial distribution for X
ensures that the process deterministically starts in state 0, and the zero valued transition rates from state 1 to 0 produce 
an absorbing state in state 1. This configuration ensures only a single transition from state 0 to state 1 will occur, at which 
point the process will remain in state 1 indefinitely. An example of the initial distribution for X and an intensity matrix in 
the DCIM for X is shown below.

P X = [1.0,0.0] QX |u =
(−λ1 λ1

0.0 0.0

)

Node X has four parents with two states each, meaning that there are 24 = 16 possible unique instantiations to these 
parents. For each instantiation of the parents, evidence was assigned to the model to guarantee that the parents conform 
to their corresponding states for the interval of time t = [0.0, 2.0). The probability distribution over the states of X was 
then queried at 100 evenly spaced timesteps over this time interval. Next, the target probabilities for the states of X were 
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Table 1
KL divergences of probabilities queried from a bi-
nary state network from target probabilities. Here, 
the node is parameterized using a DCIM.

KL divergence

P (X |a1,b0, c0,d1) 8.6858e−09
P (X |a0,b0, c1,d1) 5.5589e−07
P (X |a0,b1, c0,d0) 7.8173e−08
P (X |a0,b1, c1,d1) 3.4743e−08
P (X |a0,b0, c0,d0) 3.4744e−08
P (X |a1,b1, c0,d1) 5.5599e−07
P (X |a1,b0, c0,d0) 7.8173e−08
P (X |a1,b1, c1,d1) 3.4744e−08
P (X |a1,b0, c1,d0) 8.6859e−07
P (X |a0,b0, c0,d1) 3.1269e−07
P (X |a1,b0, c1,d1) 8.6859e−07
P (X |a0,b0, c1,d0) 8.6859e−09
P (X |a0,b1, c1,d0) 1.4679e−06
P (X |a0,b1, c0,d1) 5.5590e−07
P (X |a1,b1, c1,d0) 7.0356e−07
P (X |a1,b1, c0,d0) 7.8173e−08

obtained by manually retrieving the probability of X having transitioned to state x1 from an exponential distribution with 
a rate equal to the sum of the rates contributed by the corresponding intensity matrices in the DCIM.

To ensure that the inference algorithm adapted to work with DCIMs behaves as anticipated, we compare the results 
to the target probabilities through time. We use discrete KL divergence to measure the error in the queried probability 
distribution, defined as follows:

K LD(P (X)||Q (X)) =
∑

xi

P (xi) · log(P (xi)/Q (xi)) (12)

where P (X) is the queried states for X , while Q (X) is the target distribution over the states of X . This measures the amount 
by which the queried distribution diverges from the target distribution. These KL divergence values are then averaged over 
each of the n = 100 evenly spaced intervals of t ∈ [0.0, 2.0). This average divergence serves as a metric for capturing how 
closely the inference algorithm is able to track the target value over time. Table 1 shows the KL divergence for each of the 
sixteen parent instantiations considered for this experiment.

Note that the observed KL divergence values are generally very small, indicating that inference closely matches the 
target values throughout the entire time period [0.0, 2.0). A paired equivalence test with a 0.005 region of similarity and a 
significance level of 0.05 was used to compare the queried result to the target probability. For all cases, it was found that 
the probability obtained by querying the DCIM parameterized CTBN was statistically equivalent to the corresponding target 
probability. What error that exists can be explained by our use of an approximate inference algorithm. For exact inference 
using amalgamation, there is no observed error given that the rate computation is an exact procedure.

8.1.2. General state nodes
The previous experiment investigated the behavior of disjunctive interaction when a network contains exclusively binary 

state nodes. This restricts the number of intensity matrices required to specify the child node and mandates that each of 
these intensity matrices is of size 2 × 2. This binary restriction is now lifted, allowing nodes with any arbitrary number of 
states. This experiment makes use of the same network structure shown in Fig. 5, but in this case we let |A| = 2, |B| = 5, 
|C | = 3, and |D| = 10. The number of states for the child node is also increased, such that [X] = 4.

With these added states, each intensity matrix for X now contains 4 × 4 = 16 entries rather than 4. In addition, a CIM 
would require 2 × 5 × 3 × 10 = 300 of these intensity matrices. This is drastically reduced by switching to a disjunctive 
representation, in that a DCIM requires only 2 + 5 + 3 + 10 = 20 intensity matrices. This is a reduction of 280 intensity 
matrices, which, when compared to the reduction of eight matrices observed in the binary experiment, demonstrates the 
increasing utility of the disjunctive representation as the number of states increase.

Just as before, parent nodes are parameterized such that the initial probability for starting in each state is evenly dis-
tributed across all options, and all states transition to all other states with a rate of 1.0. The child node X is set to start 
deterministically in state x0 at time t = 0 and may then transition to some state xi �= x0 with a rate λi drawn from a 
uniform distribution over [0.0, 10.0]. Here again, random values are drawn using a seeded generator to ensure consistency 
throughout the experiment. The initial distribution and an intensity matrix in the DCIM for node X is shown below, where 
� is the negated sum of the randomly drawn rates λ1, λ2 and λ3.

P X = [1.0,0.0,0.0,0.0] QX |U =

⎛
⎜⎜⎝

−� λ1 λ2 λ3
0.0 0.0 0.0 0.0
0.0 0.0 0.0 0.0
0.0 0.0 0.0 0.0

⎞
⎟⎟⎠
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Table 2
KL divergences of probabilities queried from a 
general state network from expected probabilities. 
Here, the node is parameterized using a DCIM.

KL divergence

P (X |a0,b0, c1,d0) 6.7193e−06
P (X |a1,b4, c0,d6) 8.0242e−07
P (X |a1,b2, c0,d8) 5.8897e−06
P (X |a1,b4, c0,d7) 1.4459e−02
P (X |a1,b3, c0,d5) 1.2760e−06
P (X |a0,b1, c2,d0) 1.8200e−04
P (X |a0,b2, c1,d1) 1.2923e−02
P (X |a0,b1, c2,d7) 7.8464e−06
P (X |a1,b2, c0,d1) 2.8161e−02
P (X |a0,b2, c1,d7) 6.6768e−06
P (X |a0,b1, c1,d2) 1.4204e−06
P (X |a1,b3, c0,d0) 2.0227e−02
P (X |a0,b0, c0,d1) 1.0695e−04
P (X |a0,b0, c1,d4) 2.8968e−04
P (X |a0,b1, c2,d5) 5.7312e−06
P (X |a0,b3, c2,d4) 8.9228e−06

Note that this restricted parameterization is imposed for the purpose of analysis during this experiment. By forcing a 
single transition to occur, the inference results may be compared directly to the probability density function for a parame-
terized exponential distribution. This allows for comparison to an expectation, which would otherwise be unattainable via 
manual computation. These requirements are lifted for the scalability experiment described in the next subsection, which 
use unrestricted DCIMs.

Unlike the binary case, node X is now able to transition to several different states from its initial state x0. To compute the 
expectation for each of these transitions, we again draw from an exponential distribution with a rate obtained by summing 
the contributing rates in the corresponding intensity matrices in the DCIM. This results in three exponential distributions, 
each of which can be thought of as “racing” one another to transition X into any one of the states x1, x2 or x3. To account 
for the possibility that X may instead transition to another state first, the probabilities obtained from each exponential 
distribution is weighted by its rate as a fraction of the total sum of the transition rates.

Due to the large number of possible instantiations of parent nodes, and to remain consistent with the previous binary 
experiment, sixteen combinations were considered for this experiment. Each of these instantiations were randomly selected 
to ensure a representative cross-section, and correspond to evidence that was applied during individual inference runs. The 
queried probabilities over states x1, x2 and x3 are computed over 100 uniformly spaced time points in the range [0.0, 2.0). 
The discrete KL divergence was then computed to describe the difference between this queried distribution and the target 
distribution. These KL divergence values are shown for the sixteen parent instantiations in Table 2.

The errors shown in Table 2 are generally larger than those observed in Table 1, but typically these errors still amount 
to fractions of a percent. Using the same paired equivalence test as the previous experiment, it was found that there was 
again no significant difference between the probabilities obtained by inference and the target probability for each state. 
This points to the use of an approximate inference algorithm as the source of error, and the increase in error from the 
binary case is likely due to the increased model complexity. This experiment shows that disjunctive interaction behaves as 
expected, even in the case of non-binary variables.

8.2. Scalability

The previous experiments focused on validating the disjunctive formulation presented in this work. In this section, we 
present a series of experiments designed to investigate disjunctive interaction further. More specifically, we run inference 
over increasingly more complex models in an attempt to gauge how well the DCIM approach scales.

For these experiments, a network with a single child node X , and n parent nodes U is used. All nodes in the network are 
assumed to have three states, meaning that a CIM for X will require 3n , intensity matrices containing 9 entries each, while 
a DCIM will need only 3n. Each parent is parameterized using an initial distribution and intensity matrix as shown below:

P =
[

1

3
,

1

3
,

1

3

]
QU =

⎛
⎝−� λ0,1 λ0,2

λ1,0 −� λ1,2
λ2,0 λ2,1 −�

⎞
⎠

where each λi, j is a rate that was drawn from a uniform distribution over the range [0.0, 10.0]. This is very similar to 
the parameterization of parent nodes in the previous expectation experiments, except that transitions make occur between 
states at varying rates.
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Fig. 6. Plot of the portion of a CIM that is used during inference as a function of the number of parents in the graph. Each series represents inference that 
uses a different number of samples.

Parameterization of the child node X is also modified from the one presented previously. In the expectation comparisons, 
it was required that X deterministically started in a single state, and that all other states were absorbing. This ensured that 
X transitioned only once during the entire process, thereby allowing for the manual computation of state expectations. 
In this experiment we lift that restriction, and allow X to be fully general. The initial distribution allows for an equal 
probability of starting in each of the three states, and all rates in the intensity matrices for the DCIM were uniformly drawn 
from the range [0.0, 10.0]. In other words, X is parameterized in exactly the same fashion as the parent nodes, except that 
rates are drawn to populate all 3n intensity matrices, rather than just one.

For all scalability experiments, the number of parents is varied from one to twelve. The baseline run uses the modified 
inference algorithm presented in Section 7, which generates 100,000 trajectories over the interval of time [0.0, 2.0). Recall 
that generating these trajectories requires the use of CIM rates, which are not directly available for node X given the DCIM 
parameterization. Instead, CIM rates are computed dynamically as they are needed by the algorithm. For the purpose of this 
experiment, a recording is kept of each dynamically generated rate in the CIM for X throughout the inference process. The 
total number of unique rates that were computed are then compared to the total number of rates in the CIM, which can 
be obtained directly as 9 × 3n . We refer to this ratio between the number of rates computed and the total number of rates 
possible as the portion of the CIM that was actually required

8.2.1. Number of samples
To determine how model complexity affects the portion of the computed CIM, we consider this portion as a function of 

the number of parent nodes in the graph. To further investigate how the number of samples used in importance sampling 
impact these results, the number of samples were also varied. The baseline makes use of 100,000 samples, which appeared 
sufficient for the inference algorithm to converge. For this experiment, three other instances of an inference algorithm were 
considered that make use of 10,000, 1,000 and 100 samples. Fig. 6 plots the portion of the CIM computed during the four 
different inference runs as a function of the number of parents in the graph. Note that there is no perceptible change 
between inference that uses 10,000 samples and one that uses 100,000. As a result, the line for the 100,000 sample is 
obscured in the figure.

The first notable feature of the plot is that the portion of the CIM that is computed decreases as the number of parents 
increase, regardless of the number of samples used during inference. This is due to the exponential increase in the number 
of intensity matrices that comprise the underlying CIM. When there is only one parent, there are three intensity matrices 
comprising the CIM, one for each state of the parent node. Throughout the sample generation process, it is very likely that 
all rates in these CIMs will be needed eventually, which is why 100% of the CIM is computed. As the number of parent 
nodes increase, so does the number of intensity matrices, resulting in a large number of rates for the CIM. At 12 parents, 
there are 312 intensity matrices in a CIM for X , for a total of approximately 1.6 million rates. This makes it extremely 
unlikely that every rate be required when sampling during inference, which explains the reduction in the portion of the 
CIM that is computed.

It should also be noted that the computed portion of the CIM decreases more quickly with fewer samples. This is 
because fewer samples implies fewer chances to generate unique rates of the CIM. In theory, as the number of samples 
approaches infinity, the portion of the CIM that is computed will approach 100%. Unfortunately as the number of parents 
approaches infinity, the portion of the CIM that is computed approaches 0%, creating competing influences. Furthermore, 
an increase in the number of samples produces only a small increase in the likelihood of computing the remaining rates, 
especially considering that some state instantiations to the parents may be very unlikely. Conversely, the increased number 
of parameters is exponential in the number of parents, meaning that the influence imposed by the network structure will 
dominate the impact of the number of samples used during inference. In practice, as parent sets become large, only a small 
portion of the CIM will be used during inference, regardless of the number of samples chosen. This can be observed in 
Fig. 6, where the increase from 10,000 samples to 100,000 samples has no perceivable impact on the portion of the CIM 
that was computed.
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Fig. 7. Plot of the portion of a CIM that is used during inference as a function of the number of parents in the graph. Each series represents a separate run 
of inference over a varying lengths of time.

Fig. 8. Plot of the portion of a CIM that is used during inference as a function of the number of parents in the graph. Each series represents a different 
model parameterized with varying magnitudes of transition intensities.

8.2.2. Time period
The next experiment investigates the impact that time has on the portion of the CIM that is computed. In all previous 

experiments, inference was computed over a relatively long time interval of t = [0.0, 2.0). To determine the impact this 
interval has on the portion of the CIM computed, the end time te , which was previously fixed at 2.0, is varied. Additional 
end times of 1.5, 1.0, and 0.5 are considered, each of which are added as separate series in the plot shown in Fig. 7. All 
instances use a fixed 100,000 samples when performing inference.

First note that the series where inference is run until time t = 2.0 matches the series in Fig. 6 with 100,000 samples, 
since the experimental setup in both cases is the same. This can be thought of as the baseline case. Next note that as 
the end time te decreases, the decrease in the portion of the CIM computed occurs more rapidly. The reason for this is 
that earlier end times imply shorter time periods in general, which decreases the size of the sampled trajectories. These 
smaller trajectories contain fewer transitions, meaning fewer rate computations to accommodate these transition events. 
Just as before, however, the number of parents is ultimately more important than the size of the time period, in that the 
exponential increase in parameters cannot be matched by a linear increase in trajectory size. For a large number of parents, 
even very long trajectories will not require computation of the entire CIM.

8.2.3. Magnitude of transition rates
In the final scalability experiment, the magnitudes of transition rates used when parameterizing nodes are altered. In 

previous experiments, each transition rate λ in an intensity matrix was drawn from a uniform distribution over the range 
[0.0, 10.0]. These rates are relatively large, resulting in many transitions per sample. In this experiment, the range for 
the distribution is altered such that the maximum magnitude of a rate is limited to values 5.0, 2.5 and 1.0. These three 
new parameterization ranges, in addition to the baseline case where the maximum is 10.0, are each used to parameterize 
different models. As before, the portion of the CIM for node X that was computed during inference is recorded as a function 
of the number of parents, and the four different cases are shown as the four series in Fig. 8. Although the rates are drawn 
from different distributions for each case, the process is still achieved using a seeded random number generator to guarantee 
consistency between runs. In this experiment, the number of samples used during inference is fixed at 100,000, and the 
time period over which inference is computed is [0.0, 2.0).

The baseline series where rates are constrained to a magnitude of 10.0 and below is equivalent to the [0.0, 2.0) series 
from Fig. 7, and the 100,000 series from Fig. 6. Here again, a decrease in the rates at which transitions occur results in a 
more rapid decrease in the portion of the CIM computed as the number of parents increase. Smaller rate values result in 
longer times between transitions. Given that trajectories encode transitions that occur over a fixed length of time, longer 
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Table 3
Observed inference runtimes in seconds using equivalent DCIM 
and CIM representations.

|Pa(X)| DCIM runtimes CIM runtimes

1 11 11
2 16 12
3 20 14
4 27 19
5 37 25
6 46 38
7 58 54
8 69 132
9 91 611

10 116 2930
11 118 –
12 142 –

times between transition events imply fewer transitions overall. This decreases the probability of covering the entire CIM 
during the sampling process.

In each of the scalability experiments, it was shown that as the number of parent nodes increase, the portion of the 
underlying CIM that is actually used decreases. This behavior is exhibited regardless of attributes such as the number of 
samples used during inference, the time period considered, or the magnitude of the rates used to parameterize intensity 
matrices. Despite amplifying or lessening the effect, changes to the model or inference algorithm do not impact the overall 
trend significantly, a CIM cannot be covered when the number of parents becomes very large. The issue is that the number 
of possible state instantiations to the parent nodes is exponential in size, making it difficult to cover the space with even a 
large number of samples. This relates to the curse of dimensionality that notes the difficulty in sufficiently covering a space 
with many dimensions, and therefore extremely large volume.

The scalability experiments indicate that only a subset of the CIM will be accessed when sampling in CTBNs, since it is 
unlikely to encounter every state instantiation of parents and therefore every intensity matrix contained within the CIM. 
Given that only a subset of the CIM is in use during the inference process, storing the information that will never be used 
is wasteful and may limit the size of the models that can be represented. If the disjunctive interaction assumption holds, 
then a DCIM provides a much more compact representation that allows for the computation of portions of the CIM only 
as needed. For instance, consider the case where a node has twelve parents, as shown by the right-most points in Fig. 8. 
For these examples, the portion of the CIM that was actually used during inference runs was, at most, approximately 40%. 
Using a DCIM formulation, it is unnecessary to directly store all 312 = 531,441 intensity matrices required for a CIM. Instead, 
3 × 12 = 36 intensity matrices are stored for the DCIM, and the rates required during inference are computed dynamically.

Finally, we consider the observed runtime performances. We acknowledge that CPU time is largely dependent on factors 
such as implementation and hardware, and therefore provide this information only as a rough guide. A model was built 
using the bipartite structure from the previous experiments, where the number of parents in the network was varied from 
one to twelve, and all nodes were constructed to have three states. Inference was run separately over a network with a 
DCIM parameterization, and an equivalent network using a CIM parameterization, each parameterized with transition rates 
varying between 0.0 and 10.0. Inference was performed using a machine with modest hardware specifications, and used 
100,000 samples and an end time of 2.0. The amount of time in seconds spent running the inference algorithms is shown 
in Table 3. A dash in this table indicates that inference was unable to finish in the four hours allotted to each run.

As the table shows, the DCIM runtimes are slower by several seconds until the network reaches approximately seven 
parent nodes. After this point, the amount of time required to perform inference using a CIM representation is substantially 
slower. The initial increase in runtime for the DCIM representation is due to the small constant overhead associated with 
performing the rate computations described in Section 5. This deficit is quickly overcome as the number of parents increases. 
This is due to the rapid increase in the amount of intensity matrices required to specify a CIM, which becomes difficult 
to store in main memory. When performing inference over a network with ten parent nodes, the DCIM representation 
decreases the runtime by a factor of 25. For the networks with 11 and 12 parents, memory constraints caused a runtime 
error that prevented inference using the CIM representation. Improved hardware may help to alleviate these high inference 
runtimes, but ultimately the exponential increase in model size will make representation and inference infeasible when 
using CIMs in scenarios with large numbers of parents.

9. Conclusion

In this work, disjunctive interaction was described in the context of CTBNs. The disjunctive conditional intensity matrix 
was introduced as a compact means of parameterizing nodes with disjunctive interaction. This DCIM parameterization was 
shown to reduce the number of required intensity matrices when compared to a standard CIM representation. Specifically, 
the number of intensity matrices required to specify the disjunctive model is linear in the number of parents rather than 
exponential. In this work a method to compute unspecified rates in a CIM using a DCIM defined over the same set of 
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variables was presented, allowing for dynamic computation of specific regions in a CIM as necessary. Disjunctive interaction 
was then described in more detail as it works with binary state variables, and the theory presented here was related back 
to the Bayesian network literature. Finally, a modified version of the importance sampling inference algorithm for CTBNs 
was presented which made use of the DCIM formulation and the dynamic rate computation process. This demonstrated the 
ability to use the DCIM formulation with existing algorithms provided in the literature on CTBNs.

A series of experiments was conducted to demonstrate disjunctive interaction in CTBNs. First, expectation comparisons 
were performed for both binary and general state networks. These experiments performed inference over a CTBN specified 
using a DCIM, and compared the retrieved probabilities to manually computed expectation values. The results illustrated 
that the formulation matched the expectation closely, thereby demonstrating the correctness of the disjunctive interaction 
formulation. Another set of experiments was designed to investigate the benefits obtained by using a DCIM representation, 
measured in terms of the model’s ability to scale to large parent sets. Results showed that regardless of many changing 
model features, the benefits of the disjunctive representation increasingly evident as the number of parents grew in size.

The DCIM parameterization scheme presented in this work provides a compact way of modeling CTBN nodes that exhibit 
disjunctive interaction. Although the substantial decrease in the space complexity was found to reduce the observed running 
times, disjunctive interaction does not impact the theoretical bounds for inference and learning complexity. In future work, 
we intend to investigate the possibility of developing CTBN algorithms that work with DCIMs directly, rather than requiring 
dynamic conversion to the traditional CIM format. By working with the disjunctive representation directly, improvements 
may be achievable to the run times for these algorithms, which are NP-hard, even when using approximation algorithms [8]. 
As is the case in the Bayesian network literature, it may be that efficient inference algorithms that exploit disjunctive 
interaction may only exist for special cases. If this is the case, it will be necessary to formally identify when inference can 
be performed efficiently in terms of network structure, evidence application, and the structure of the disjunctive interaction.

This work also describes the process required to convert a DCIM to a CIM. In the future, we wish to reverse this process 
and identify a DCIM representation using an existing CIM, even in cases where an approximation is necessary. We also 
intend to introduce additional compact representations for CTBNs capable of handling scenarios where accountability and 
exception independence do not hold. We hope to investigate the scalability of these compact representations and disjunctive 
interaction with respect to the number of parents and the number of states for those parents. These compact representations 
will allow for CTBNs capable of representing problems that were previously intractable, paving the way for new applications.
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