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ABSTRACT

Detecting communities within dynamic academic social networks
and connecting these community detection findings to search and
retrieval interfaces presents a multifaceted challenge. We explore
an information retrieval method that integrates both partition-
based and similarity-based network analysis to identify and recom-
mend communities within content-based datasets. Our prototype
"ScholarNodes" web interface bridges the gap between community
detection algorithms (Louvain, K-means, Spectral clustering) and
the BM25 (Best Matching 25) ranking algorithm within a cohesive
user interface. From free-text keyword queries, ScholarNodes rec-
ommends collaborations, identifies local and external researcher
networks, and visualizes an interdisciplinarity graph for individual
researchers using the OpenAlex dataset, a global collection of aca-
demic papers and authors. Beyond the specific information retrieval
use case, we discuss the broader applicability of the methods to
generic social network analysis, community detection, and recom-
mender systems. Additionally, we delve into the technical aspects of
generating topical terms, community alignment techniques, and in-
terface design considerations for integrating community detection
algorithms into a search experience.
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1 INTRODUCTION

Community detection within academic social networks remains a
complex problem. The evolving and growing scholarship corpus
of academic articles and authors adds to this complexity. Partition-
based methods which look to divide a network into related commu-
nities based on modularity assignments offer one option for network
analysis within these types of academic datasets. Similarity-based
methods which group nodes based on similarity measures offer an-
other possibility. In our research, we have found utility in detecting
and recommending communities using both methods. The chal-
lenge has been in connecting these algorithms (Louvain, K-means,
or Spectral clustering) to standard search weighting algorithms,
like BM25 (Best Matching) or TF-IDF (Term Frequency - Inverse
Document Frequency). To this end, we present ScholarNodes, a
content-based filtering web interface that allows for visualizing a
scholarship graph for researchers and their scholarship networks.

ScholarNodes recommends topics, identifies local and external
researcher networks, and visualizes an interdisciplinarity graph
for individual researchers using the OpenAlex dataset, a global
collection of academic papers and authors. Users are able to ask
free-text queries on topics, names, and keywords to discover con-
nections and recommendations for research collaborations, get an
understanding of the domain expertise for a particular grouping
of researchers, and match their research interests to the scholar-
ship that exists. Our prototype speaks to a particular academic use
case. Even so, the methods can be applied to generic social net-
work analysis, community detection, and recommender systems,
and we discuss this broader impact to contextualize the work for
the information retrieval community. Generation of topical terms
for a search index, community alignment techniques, and the in-
terface design requirements for connecting community detection
algorithms to a search experience are also discussed.

2 RELATED WORK

Commercial software systems for higher education exist for com-
petitive intelligence tasks and analysis of research productivity.
Elsevier Pure is one example of a Research Information Manage-
ment System (RIMS) These commercial systems have a market
and are usually purchased or used within university analytics and
data offices as a behind-the-firewall resource. They are also usually
given a set number of users and conditions for running diagnostic
queries and reports. In this common scenario, faculty, students, and
staff aren’t given access to learn about the research happening on
their campus. Connections remain invisible and partnerships for
research are unrealized. Open-source RIMS provide the opportunity
to bring data analytics and recommendations to a broader audience
and create visibility for research collaboration and mentorship. [4]
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There are examples of previous work to develop collaboration
recommendation systems based on researchers’ publication content.
Liang et al. [8] proposed a method for offering cross-disciplinary
collaboration recommendations. Additionally, Kong et al. [6] intro-
duced the Beneficial Collaborator Recommendation model (BCR),
considering researchers’ dynamic research interests and academic
influence (i.e., impact factor). Both methods encoded content data
into a vector space to generate recommendations but did not incor-
porate the social network aspect. In our approach, we integrated
social network analysis with publication content, enhancing the
interpretability of the recommender’s decision-making.

Other studies adopted a hybrid approach, combining both con-
tent data and social network analysis. Kong et al. [7] used co-author
relationships to construct an academic social network and utilized
publication contents to reinforce connections between researchers.
Zhou et al. [18] proposed a multidimensional academic network
analysis using multisource scholar data, introducing time-aware
edge relationships. Hybrid approaches typically leverage observ-
able relationships to construct the network and then enhance edge
weights with additional data. However, this approach may not be
suitable for cross-domain research recommendations where observ-
able relationships may not exist. Therefore, we chose to construct
the academic network solely based on topic-based similarity.

3 DATASET

For this demonstration, we used information about current re-
searchers at Montana State University (MSU). Based on this, we
were able to collect data on 575 researchers with their name, college
(e.g., College of Engineering, College of Letters and Science), and
department (e.g., Electrical Engineering, Physics, and Ecology) from
the university database.

To identify research publications, we utilized OpenAlex ! [15],
an open-source platform that provides a comprehensive intercon-
nected catalog of scholarly papers, authors, institutions, venues,
and more. OpenAlex allows filtering publications based on an Insti-
tution identifier, and we used the MSU identifier to obtain research
articles from 2004 to 2023, where at least one of the authors had an
affiliation with the institution. With that, we were able to extract
16, 827 articles with 8, 824 unique authors (including authors from
MSU and external institutions).

For each article, OpenAlex provides the article’s title, abstract (if
available), publisher, published year, digital object identifier (DOI),
citation count, etc. Since we are interested in building a topic-
oriented research network, we only considered an article’s title and
abstract for connecting researchers in the scholarly social network.
However, we kept all of the harvested data in our database to enable
additional features, for example, the past collaboration history and
internal and external collaborators for Web visualization.

The OpenAlex harvest contains publications by researchers that
are not currently employed by MSU. Therefore, we mapped the
current faculty at MSU with OpenAlex harvested data, which pro-
vides 9, 659 research articles with at least one of the authors being
at MSU. For some of the faculty, we did not obtain any publication
data, and for some, the number of publications is less than 4, which
is insufficient to generate a reasonable list of topics. Therefore, we
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excluded them from the topic network, which left a total of 326
researchers with a maximum of 179 and an average of 29 publica-
tions per researcher in the topic network. Finally, we used a MySQL
database to store the OpenAlex harvested data.

4 SCHOLARLY RECOMMENDER SYSTEM

This demonstration paper builds upon our previously published
work; for an in-depth understanding of the methodology, please see
[14]. The proposed framework comprises three modules: 1) topic
modeling, which aims to identify latent topics within the publi-
cation corpus; 2) scholarly social network construction, based on
topic similarity between researchers; and 3) network analysis and
community detection to identify cross-domain scholar communities
with shared topics of interest.

4.1 Topic Modeling

Since we are interested in building a scholarly social network based
on the topics or concepts of interest to the researchers, the first step
is to find those hidden topics from the researchers’ published arti-
cles. We treated an article’s title and abstract as a single document
and the collection of all research articles extracted from OpenAlex
as the corpus. We used Latent Dirichlet Allocation (LDA) [1], a gen-
erative probabilistic model for discovering latent topics. To train
the LDA topic model, we followed the standard text preprocessing
steps using Python’s NLTK library [9]. Also, we filtered out the ex-
treme words that appeared in more than 70% of the documents and
less than two times in the whole corpus, which left us with 35, 468
unique words in the vocabulary set from the 16, 827 documents. For
the LDA model, we utilized the LDA mallet model [16], which uses
Gibbs Sampling to estimate the model’s parameter. LDA requires
the number of topics to be prespecified, and we used the UMASS
coherence score [10] to select the best topic number of 400 topics.

4.2 Network Construction

To construct a scholarly social network, we need to define the
entities and their relationships as a graph structure. Researchers
act as entities, and for the relationships, we utilized their topic-
based similarity obtained from the trained LDA model. To identify
the topic probability distribution of each researcher, we combined
the content of their publications, treated it as a single document,
and queried our trained LDA model to obtain the topic probabil-
ity distribution of that document. The distribution will differ for
each researcher based on their research fields and topics of inter-
est. Next, to measure the similarity score between researchers to
define the edge weight in the constructed network, we utilized the
Jensen Shannon Divergence (JSD) score, which is a bounded and
symmetric measure based on Kullback-Leibler (KL) divergence [17]
that measures the similarity between two probability distributions.
JSD is bound between 0 and 1, where values close to 0 indicate
strong similarity. We used 1 — JSD for the edge weights between
researchers to have larger weights correspond to strong similarity.

Constructing a network based on topic similarity results in a
fully connected network, where each researcher is linked to ev-
ery other researcher due to the (1 — JSD) score always yielding
a value greater than zero. However, network analysis on such a
fully connected network can often present challenges in delivering
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meaningful insights. To address this, we implemented an edge-
weakening technique to refine the network structure, intending to
enhance community analysis. We utilized various edge threshold
values, ranging from 0.01 to 0.5, to weaken the network structure.
Completely removing edges based on these threshold values might
result in the formation of disconnected sub-networks at higher
thresholds, rendering community analysis unsuitable. In response
to this concern, rather than removing edges entirely, we chose to
preserve edges in the network with a low edge weight of 0.0001.

4.3 Community Analysis

We utilized two discrete community detection algorithms, Louvain
[2] and Spectral Clustering [13], capable of detecting communities
in weighted graphs. We constructed networks based on different
edge threshold values, and to evaluate the discovered communities,
we utilized the modularity score [11], a measure to assess how well
the members are grouped within the network.

The Louvain algorithm greedily optimizes the modularity score
to discover communities and returns communities with the best
modularity score. On the other hand, Spectral Clustering requires
the number of communities to be prespecified, and as we are com-
paring the detected communities of these two algorithms, we set
the number of communities in Spectral Clustering based on the
result of the Louvain algorithm.

To evaluate the performance of the two community detection
algorithms, we used the Jaccard similarity score between pairs of
sets of nodes in the discovered communities. [5]. If members of
both communities are identical, the similarity score would be one,
and if they are completely different, it would be zero.

Asboth the algorithms are unsupervised, meaning the discovered
community numbers may not align, we calculated all pairwise
community Jaccard distances between these two algorithms and
sorted the distance to obtain the community alignment between
two different algorithms. Finally, for an overall similarity score of
the communities discovered by the algorithms, we averaged the
Jaccard similarity of the best-aligned community pair with respect
to the total number of communities. If both algorithms produce the
same set of communities, the overall score would be one.

5 EVALUATION & DISCUSSION

Figure 1 shows the modularity score from the two algorithms with
different edge threshold values. As we can see, the modularity score
improves with the increase of the threshold values until up to a
certain threshold and starts to drop around 0.5, which suggests that
weakening the network structure provides an advantage for the
algorithms to detect more refined community structures.

Figure 2 shows the number of communities discovered by the
Louvain algorithm (the right Y axis), which we kept the same for
the Spectral Clustering algorithm. It also shows the average Jac-
card similarity (the left Y axis) that compares the similarity of the
discovered communities by the two algorithms. For the number of
communities, we notice an increase in community size after the
threshold of 0.2 until 0.4 and then start to decrease. For average
Jaccard similarity, where a score of one represents communities
discovered by the algorithms are identical, we observe a similarity
score of 0.99 at a threshold value of 0.36. Therefore, we selected
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Figure 1: Modularity score based on different edge threshold
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Figure 2: Average Jaccard and number of communities

the scholarly social network at a threshold of 0.36 to be our final
network for cross-disciplinary community analysis. In this network,
we obtained a total of 35 communities, with the largest community
of size of 126, the smallest size of 2, and a median size of 3. The
reason behind obtaining a large community of 126 members is that
most edges get pruned in that threshold range and are clustered
together into a big community. As we used a static threshold, many
connections fell below the threshold, giving this large community.
Using dynamic threshold or hierarchical community detection al-
gorithms [12] may aid in breaking up big communities, which we
left as possible future work.

In Figure 3, we show an example WordCloud for one of our dis-
covered communities relevant to the specific community members.
We also compared the discovered community members’ edges with
the past co-authorship record from OpenAlex to determine how
many of them can be potential new collaborators along with the
corresponding departments of the members to demonstrate the
interdisciplinary aspects. For this community, there are a total of
31 internal edges where 6 of the connections co-authored before
with 25 new potential connections. The 18 members are from de-
partments Ecology, Animal Science, Environmental Science, and
Earth Science. Finally, we utilized the PageRank [3] algorithm to
recommend the top 10 potential collaborators for each researcher.
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Figure 3: WordCloud of Community with 18 members

6 DEMONSTRATION & PATH TO IMPACT

Our ScholarNodes web application? includes a search screen, an
individual researcher profile view, and a concepts browse view to
show which community members are working within topics and
domains. In the profile view, we created a force-directed graph draw-
ing visualization identifying the interdisciplinary research commu-
nity of a single researcher along with primary recommendations
and other supplementary browse points including topic clusters and
co-author networks. Recommendations are scored with the numer-
ical values extracted from running the PageRank algorithm against
a researcher’s works and the nearest neighboring researchers and
their works. The force-directed graph is interactive and allows for
further exploration into related individual researchers. From this
simple interface, a user can search and navigate to all the related
nodes (researchers) in the community (Figure 4).

While our prototype is in an early phase, we have seen immedi-
ate impact within our campus community. The Center for Faculty
Excellence and Office of Research Development have been regular
users of the software to design faculty learning communities, match
mentors for early-career faculty, and predict interdisciplinary grant
teams. We anticipate continued use at the institutional level, but
we also have grant work that will bring our implementation into
the Montana University System (MUS) under the SMART FireS
National Science Foundation grant. In this extension of our work,
we are applying the clustering and searching prototype to recom-
mend research collaborations external to the MUS SMART FireS
grant team from entities such as NASA. We can carry out this work
using additional datasets and connecting to our network analysis,
clustering, and retrieval methods. We have also tested our partition
and similarity algorithms on another long-form narrative, content-
based dataset of student retention data in a project for the Office of
Student Success. We were able to find and match communities in
this dataset including: communities of support between students
and students in need of support to continue matriculation. Given
these early results, we have already demonstrated that our system
is extensible when given new data and adaptable to other social
network communities which speaks to potential reach and impact.
And finally, we know there is a market for RIMS in higher educa-
tion. We see our software, hybrid algorithmic practices, and open

2ScholarNodes is available at https://www.lib.montana.edu/msu-research-community.

Noor and Clark et al.

data routine having a longer-term impact as an option for univer-
sity analytics and data offices looking to diagnose, forecast, and
recommend scholarly relationships for their campus community.

7 SUMMARY & FUTURE WORK

Detecting communities in content-based social network datasets
through network analysis remains a rich and open research thread.
To this end, we presented ScholarNodes, a web interface designed
for visualizing scholarly social networks and identifying interdis-
ciplinary communities through the integration of content-based
filtering and social network analysis. The analysis exhibited en-
couraging results in identifying cross-domain collaboration net-
works and identifying potential collaborators with diverse fields of
study. The implications of our collaboration system extend beyond
academia, resonating with the broader landscape of content-based
recommendation systems.

To date, we have focused exclusively on discrete community
detection algorithms, wherein a member is assigned to a single com-
munity. Moving forward, we aim to delve into overlapping or hierar-
chical community detection algorithms to enhance the performance
of our community detection. Currently, our constructed network is
static; however, in future research, we intend to explore the dynamic
nature of the network to enhance the accuracy of recommendations.
Additionally, we plan to expand our researcher dataset by including
researchers from across the Montana University System’s various
institutions, thereby enabling cross-institutional analysis in our
recommendation software.
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