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ABSTRACT

In this study, we present an automated approach to classify prostate cancer (PCa) whole slide images (WSIs)
as high or low cancer aggressiveness using features derived from persistent homology, a tool of topological data
analysis (TDA). This extends previous work on the use of these features for representing the characteristics of
prostate cancer architecture in region of interest (ROI) images, and demonstrates the value of features derived
from persistent homology to predict cancer aggressiveness of WSIs on an ROI basis. We compute persistence
on ROI images and summarize persistence as a persistence image. Using this summary we construct a random
forest classifier to predict cancer aggressiveness. We demonstrate the potential of persistent homology to capture
the architectural differences between low and high grade prostate cancers in a feature representation that lends
itself well to machine learning approaches.

1. INTRODUCTION

The Gleason grading system is a powerful prognostic predictor of patient outcomes in prostate cancer, and the
most powerful predictor in routine clinical use. However, Gleason grading requires the subjective evaluation of
architectural patterns present in prostate histopathology whole slide images (WSIs). As a consequence, Gleason
scores exhibit high inter-observer variability.! An effort to increase the reproducibility of Gleason grading has led
to the development of computational approaches, especially deep learning approaches, to enable the automatic
grading of WSIs. In this study we present an automated approach to grade WSIs using features derived from
the field of topological data analysis (TDA).

With the rise of digital pathology enabled by the increase in the digitization of histopathology WSIs, computer
vision approaches, and in particular, deep learning approaches, are becoming the standard for building computer
aided diagnostic (CAD) models to automatically identify and grade cancer in histopathology images.? Deep
learning models, including CNNs, require training on large image datasets, often consisting of millions of images.
These images need to be manually annotated by expert pathologists prior to training, a task that is both time-
consuming and cost-prohibitive. While these deep learning models may represent the state of art in digital
pathology, curation of large, expertly annotated datasets serves as a major impedance to their development and
adoption. In addition, adoption of deep learning approaches is limited by their 'black box’ nature, which prevents
an intuitive mapping of the features learned by the model to features in the histopathology image.3

The overall goal of this work is the automatic prediction of cancer aggressiveness of whole slide prostate
cancer images using features derived from persistent homology. Previous work has focused on training of CNNs
on WSIs with whole slide annotations in order to predict the slide’s Gleason score by averaging across ROI
level predictions.* This work extends that approach with features derived from persistent homology, a field of
topological data analysis (TDA), that offer greater intuition by mapping to features in histopathology images.
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2. RELATED WORK

Automatic prostate cancer grading is an area of interest in digital pathology.”® However, few have focused
on explicitly rendering a Gleason score or binary classification of cancer aggressiveness for WSIs. Automatic
grading can be classified broadly into two approaches: grading with handcrafted features and grading with
unsupervised (or learned) features.> Handcrafted features are those that correspond to a measurable feature in
the histopathology image, such as gland size, shape, and orientation, and offer more interpretability than other
approaches, as they often correspond to features pathologists are already trained to identify. Classifiers trained
on histomorphometric features, like nuclei and gland shape, are often impeded by the amount of effort necessary
by pathologists to hand demarcate features of interest in order to effectively train the segmentation approach.
Approaches applying handcrafted features leverage simple classifiers, such as support vector machines (SVM),
trained on textural and morphometric features including one such work that achieved 77% accuracy classifying
Gleason 3 vs Gleason 4 images.'?

Conversely, deep learning approaches utilize large histopathology annotated datasets (often millions of ROIs)
to learn features in an entirely unsupervised approach. These methods perform well but have been criticized in
the pathology community for lacking interpretability, serving as a “black-box” where it is difficult to understand
learned features, or map them back to traditional histopathological features. Deep learning approaches, in
particular CNNs, have shown excellent performance in automated grading of PCa histopathology images.* 7% 11
Some approaches seek to combine the explanatory power of handcrafted features with the predictive power of
CNN approaches. One such methodology leverages a hybrid approach involving identifying handcrafted features
(shearlet transforms), and applying CNNs to generate learned features from the handcrafted features.® This
hybrid approach involved training a CNN with both the shearlet transformed images and original RGB images,
and outperformed an SVM using shearlet transforms alone in classifying Gleason grade 2 to 5 images (88 %
accuracy).5

TDA can be viewed as a hybrid approach, a middle ground between traditional handcrafted feature approaches
that require an a priori understanding to compute morphometric feature, and deep learning approaches that learn
representations of features over extremely large training datasets. We have previously demonstrated the power
of TDA, and persistent homology specifically, to capture PCa architecure both within and between Gleason
grades.’> TDA has a long history in describing the shape of geometric objects and is progressing in area of
automating shape analysis. The analysis of handcrafted features in the context of shape analysis requires the
calculation of shape characteristics (e.g., volume, area, eccentricity), which can be computationally challenging,
and often requires laborious hand annotation. In the case of prostate cancer images, this might correspond
to the volume of individual prostate nuclei, cells, and glands. Extraction of handcrafted features increases in
difficulty in prostate cancer images with increasing Gleason grade, as glands become less well delineated. TDA
overcomes these challenges by providing an automated means of generating handcrafted shape features. Turner
et al.'® recently developed a topological summary descriptor for capturing the shape of objects. Crawford et al.'4
extended their method to map to functional inner-product space that is more conducive to statistical analysis.
Crawford et al. used their method to capture the topological features of glioblastoma multiforme tumors for use
in predicting disease free and overall survival. Niclau et al.'® used TDA in the discovery of a new type of breast
cancer associated with longer survival.

3. BACKGROUND

In this paper, we use tools from TDA to construct a classifier for WSI Gleason score prediction using sampled
ROI level grayscale images. TDA provides a means of measuring features that are invariant under continuous
deformation of an underlying space. We use techniques from TDA to capture architectural information contained
in the ROI level images and then use these derived features in machine learning techniques to classify cancer
aggressiveness. In particular, we represent ROI level images as a persistence image and using this representation,
we construct a random forest classifier.

One tool of TDA is persistent homology (PH), for which we provide necessary background. PH is a way we
can encode topological features changing in resolution as a multiset, which can be visualized either by a barcode
or diagram.'%1'7 These can then be summarized in in a variety of ways that are more useful for constructing
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statistical and machine learning models. For instance, persistence landscapes developed by Bubenik'® and
persistence images described by Adams et al.'® The methods chosen for this paper are with persistence diagrams
as summarized by persistence images. We give the required background on how to use these methods to extract
topological features from image data.

We begin with a brief introduction to homology and PH, but for a more thorough introduction to the topic
we refer the reader to the books on TDA by Edelsbrunner and Harer 2° on algebraic topology by Munkres?!
and on computational homology by Kaczynski et al.2?> Our description of homology assumes some knowledge
of abstract algebra, but we refer the unfamiliar reader to the text by Dummit and Foote.?? We then introduce
persistence diagrams,'® persistence intensity functions?* and the persistence images'® derived from them. Last,
we give a brief introduction on random forest®® models, but refer to a book by Hastie and Tibshirani?® for a
more in-depth discussion.

3.1 Homology

Homology is a tool from algebraic topology that allows one to characterize a topological space according to how
many d-dimensional holes are in each dimension d. A typical approach for computing homology is to restrict
ourselves to homology with coefficients in the integers modulo two, denoted Zs, and on the space of simplicial
complexes. A geometric g-simplex is the convex hull of ¢ + 1 affinely independent points and can be intuitively
thought of as a ¢-dimensional generalization of a triangle. That is, a zero-simplex is a point, a one-simplex a
line, a two simplex a triangle, a three-simplex a tetrahedra, and so on. One way to denote this simplex is to
write it as a list of its vertices o = [uq, ..., uy]. Note that the boundary of a g-simplex is comprised of (¢ + 1)
(¢ — 1)-simplices (e.g. the boundary of the one simplex is two points, is three edges for a two-simplex and four
triangles for a three-simplex).

A simplicial complex, K, is a set of simplicies such that every face of the simplicies in K is also in K, and the
intersection of any two simplicies ¢ and 7 in K is either empty or a face of both. A face o of a simplex K is a
subset of the simplex that is also a simplex. Now, given a simplicial complex K of dimension k, a g-chain is the
formal sum of simplices in K. That is, for the set of ¢ simplices in K = {o1,...,04}, a g-chain can be formed
as ¢ = 3:1 a;0;, where a; € Zy. The space of g-chains on K, denoted Cy(K), is the set whose elements are
formal sums of ¢-simplices of K. Note that Cy(K) forms a group under addition and also forms a vector space

with coefficients in Zs.

The boundary of a ¢g-simplex o = [ug, . .., u4] of dimension ¢ is the sum of its (¢—1)-dimensional faces, denoted
040 = Zgzo[uo, ..., Uj, ..., uq] where the vertex @ has been removed. Here, the boundary homomorphism maps
a ¢-chain to a (¢ — 1)-chain so that we can write 0, : Cy — Cy—1. A g-cycle is now a ¢-chain with an empty
boundary (i.e. the kernel of the boundary mapping 0, Ker(9,;)). Because 0 commutes under addition, a ¢-
cycle forms a group, which we denote Z,(K). Note that Z,(K) is a subgroup of C,(K), which we denote
Zy(K) < Cy(K). A g-boundary is a ¢-chain that is the boundary of a (¢ + 1)-chain (i.e., the image of the
boundary map Im(9y4+1). The g-boundary similarly forms a group which we denote B, where we B, is a normal
subgroup of Cy, denoted B, < C,;. Now, the quotient group formed as the g-cycle group modulo the g-boundary
group forms the homology group H,(K) (i.e. Hy(K) = Z4(K)/By(K)) which is also a vector space.

Intuitively, we can think of the rank of H,(K) as measuring the number of elements in a g-dimensional
topological subspace that have no boundary and are not a boundary of a (¢+ 1)-dimensional subspace. This rank
is referred to as the (¢ — 1)%* Betti number. Another way to think about this is that the (¢ — 1)5* Betti number
corresponds to the number of generating ¢-dimensional homological features in a topological space. A one-
dimensional connected component corresponds to zero-dimensional topological feature, a two-dimensional cycle
corresponds to a one-dimensional feature, a three-dimensional void corresponds to a two-dimensional feature,
continuing in this fashion for ¢ dimensions. The (¢ — 1)%* Betti number of a complex serves as a measure of
H,(K). In the context of a binary thresholded image, the connected components corresponds to disjoint groups
of blacwhite k pixels and a cycle components corresponds to a loop formed with the pixels (e.g. the ring formed
by a gland).
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Figure 1: A visual description of a filtration obtained by varying a binary mask on an ROI. The first image (a)
is the raw image and images (b)-(e) give the binary masks of the image for several threshold values. As the
filtration increases (left to right) new components are born when they appear as new disconnected components
and die when they merge into an older component.

3.2 Persistent Homology

Persistent Homology (PH), provides a robust means of measuring the scale of topological features by tracking
changes in homology through a nested sequence of simplicial complexes, known as a filtration, that evolves with
respect to a size parameter ¢ € T. For simplicial complex K, let f : K — T be a monotonic function in the sense
that for a < b, K, C K} , where K} is a subcomplex of K and K is a subcomplex of Kj. By varying our “size”
parameter ¢ € T, we induce an ordered sequence of simplicial complexes { K} }ier.

For a two-dimensional digital image, we can build a filtration in the following way. We represent each image
as a simplicial complex generated through a triangulation over the image pixel intensities. A simplicial complex
can be induced using the lower-star filtration, where in the function above we assign a complex to the maximum
over all its vertices. With an 8-bit grayscale image, we have the filtration {K, },er = {Ko, ..., Ko255}. One can
visualize what is occurring throughout this filtration as a sequence of images with varying levels of a binary
mask being applied, an example of which is given in Figure 1. Notice that as the threshold for the binary mask
increases, new connected components are born and eventually are absorbed into other connected components.
Similarly, cycles are born and eventually are absorbed by other cycles.

3.3 Persistence Diagrams

PDs were first introduced by Edelsbrunner, Letscher, and Zomorodian.' A PD summarizes the birth and death
times of topological features through a filtration of a topological space. Specifically, given a filtration f : K — R,
a topological feature is born or dies at critical points in f, where changes in Betti numbers occur with respect
to the scale parameter. For a simplicial complex, this may be when an edge gets connected to a vertex or when
a cycle is born. An example of the persistence diagrams for the connected and loop components of a particular
grayscale image of PCa tissue is given in Figure 2.

It is important to note that the function f respects what is known as the “elder rule”.2? That is, topological
features that have earlier birth times absorb ones that are born later. For example, consider two connected
components, one that is born at time ¢t = 10 and another that is born at time ¢t = 20. Further suppose that these
two connected components merge into one connected component at time ¢ = 30. This event is represented on
the persistence diagram as the birth-death pair (b, d) = (20, 30). The topological feature that is born at ¢t = 10
will either persist forever (t = co) or eventually be merged into a connected component that was born prior to
t = 10. The lifetime of a particular topological feature is d — b and topological features with longer lifetimes tend
to be thought as more important features of the topological space, as short lived topological features can more
easily be born from random variation.

Unfortunately, PDs are not amenable to a statistical analysis. For instance, one cannot compute a unique
mean for a PD. Typically, PDs are summarized by some summary measure such as persistence landscapes '® or
persistence instensity functions (PIFs). We use the latter in our analysis.
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Figure 2: An example of persistence diagrams and persistence intensity functions generated by an ROI for a
WSI image labeled as having a Gleason grade of 3.
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3.4 Persistence Intensity Functions

Persistence intensity functions (PIFs), or persistence surfaces, first described by Edelsbrunner et al.?” and
further developed by Chen et al.?* and Adams et al.'® give a representation of PDs as a 2-D function. More
specifically, the PIF is a weighted intensity measure of the PD. That is, it is a weighted measure of intensity
for the presence of a topological feature for some birth-death combination. The persistence image is the pixel
evaluation of the PIF over a grid on its domain and represents the space of features used in machine learning
approaches. We construct an estimate of the PIF in the same way as given in Chen et al.?* We assume our
sampling process induces a spatial point process on the space defined by the PD, which in turn induces a random
intensity function.

Following Chen et al., we estimate this intensity function using a weighted 2-D kernel estimate of the density;
however, we write it in its more general form. For a given PD, D = {b;,d;} X |, the estimated PIF is defined as
a weighted 2-D kernel density estimate

A 1 ¢ - _
faa(x) = > w0 [H| 72 Kua(H 72 (x - 1))

=1

where x is a birth-death pair (b, d), w(x) is a weight function, Kg(x) is a 2-D symmetric kernel function, and H
is a 2 x 2 positive definite symmetric bandwidth (smoothing) matrix. That is, kg is simply a smoothed version
of the persistence measure ®(x,y). We give an example of a persistence image computed on an ROI in Figure 2.
We can see that the PIF gives a measure of how many points we expect to see in a given region of the persistence
diagram.

3.5 Random Forests

The random forest, developed by Breiman,?? is an extension of bagging?® (Bootstrap AGGregating) classification

and regression trees?” that performs well with little tuning of parameters required.?® In the case of binary trees,
classification and regression trees predict a response by traversing down a decision tree T" where each split into
child nodes, t;, and tg, corresponds to a split on a covariate in the dataset. Predicted responses for a set of
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covariates is the mean value of the root node corresponding to that set of covariates in regression. Alternatively,
probability of class membership is estimated by the proportion of each class in the root node for classification.
Trees are built in a greedy fashion, where the optimal split s* is determined at each node ¢ of the tree by
maximizing the decrease of node impurity (e.g. Gini index, Shannon entropy, etc.).

Bagging is a general ensemble procedure in which predictors are generated for a large number of bootstrap
subsamples of some dataset, and then predictions are averaged across the ensemble to produce a predictor with
less variability .26 In the case of classification, the predicted class is the one that receives the largest number
of plurality votes from the ensemble of classifiers. That is, for an ensemble of tree classifiers, {T}(x)}2_,, where
each tree T; in the ensemble is built on a bootstrap subsample of the larger dataset, the bagging estimate of the
predicted response would be

¥ = majority vote {{Ty(x)}_, } -

Random forests improve on the concept bagged classification and regression trees by taking m < p random
subsamples of the p predictors when building the trees in the ensemble. This has the effect of reducing the
correlation among the trees built using the bootstrap samples. For instance, if a very strong predictor exists
in the training set, we might expect that the first split will always use this variable inducing a correlation in
the trees in the ensemble. The number of random predictors to use at each split, m, is an important tuning
parameter for random forests (usually tuned via cross validation).

4. METHODS

WSIs, and corresponding pathology reports, were extracted from The Cancer Genome Atlas (TCGA) prostatic
adenocarcinoma public dataset3? . Regions of probable tumor content were extracted into ROIs based on the blue
ratio of the WSI. Whole slide Gleason scores were applied to corresponding ROIs and statistical representations
of persistence diagrams were computed for each ROI. A series of random forest classifiers were constructed and
applied to the statistical representations of persistent homology, varying parameters such as number of trees and
feature count per tree. We follow a similar approach to Jimenez-del-Toro et al.” in the image acquisition and
image processing steps of our analysis.

4.1 Image Acquisition

All WSIs were acquired from the TCGA3Y database, a publicly available database released by the National Cancer
Institute comprising over two petabytes of clinical data. A total of 235 prostate adenocarcinoma (PRAD) WSIs
of radical prostatectomies along with the corresponding pathology reports for each case were selected from a
subset of 500 cases, matching the patient subset utilized by Jimenez-del-Toro et al.* This subset represents a
balanced dataset of high and low grade cancer WSIs. Each WSI was converted from the proprietary Aperio
SVS format to 8-bit PNG for ease of analysis and storage. Optical character recognition (OCR) was performed
on each corresponding pathology report. After digitization of pathology reports, each report was mined for the
corresponding Gleason score using a series of regular expressions, matching each WSI to a Gleason score.

4.2 ROI Extraction

ROIs are extracted from the WSIs through a rejection sampling process. Following the approach of Jimenez-del-
Toro et al.* a binary mask (e.g. see Figure 3) is applied to the WSI by thresholding the blue-ratio (BR) image
represented by the following equation:

_ 100 x B y 256
" 14R+G  1+B+R+G

BR (1)
where B, R, and G are the blue, red, and green color channels of an RGB image. The BR seeks to find regions of
high pixel intensity with a predominantly blue coloration, indicating the presence of nuclei, as the nuclei specific
stain hematoxylin stains a bluish purple color. The first fraction in Equation (1) corresponds to the relative
contribution of the blue channel by hue, and the second fraction corresponds to the relative contribution of the
blue channel by pixel intensity. Dilation and then erosion morphological operations were then applied to the
binary masks with a window size of five pixels to fill in small holes of the binary mask. Downsampling by a factor
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(a) Raw Image (b) Blue Ratio as a PDF
Figure 3: Blue Ratio as a Probability Density Function. a) A whole-slide histopathology image. b)
Visualization of the same image colored by the computed blue ratio: red indicates a high probability (blue ratio
greater than 0.55) of cancer tissue, and blue indicates to a low probability of cancer tissue.

of 10 was applied to each WSI in order to reduce memory and processing requirements of generating the binary
masks. A BR of 0.55 was found to segment WSIs adequately into regions with high proportions of cancerous
tissue. Next, 3,000 ROIs of size 256 x 256, comprising three-channel RGB images, were sampled randomly from
each WSI by sampling an ROI from the WSI and accepting the sample if the entire ROI falls within the binary
mask. In total 705,000 ROIs were generated.

4.3 Image Processing

Color deconvolution was performed on each sampled ROI in order to separate the hematoxylin color channel,
corresponding to nuclei, in accordance with the method described by Macenko et al.>! using the Matlab3?
Stain Normalization Toolbox developed by the University of Warwick. Then deconvolved ROIs were converted
to grayscale using the luminance method as this method has been found to exceed the performance of other
methods in feature extraction tasks for texture-based images.?® In addition, in order enable a comparison of
models trained on unprocessed images and deconvolved images, the original ROIs were converted from RGB to
grayscale using the previously described luminance method.

4.4 Persistent Homology Derived Features

PDs were computed for each color-deconvolved grayscale ROI. For each 256 x 256 ROI, a lower-star filtration
{K,}2%5, was constructed from an 8-bit grayscale representation of the cubical complex, and then the associated
persistence diagram was constructed. This was done using the R package TDA3* with interface to the Dionysus
C++ library. The diagram output corresponds to two groups, the zero-dimensional homology group, Ho({K}),
which is generated by connected components, and the one-dimensional homology group, H1{K;}), which is
generated by cycles.

To summarize information given in the two persistence diagrams, PIFs were then calculated. PIFs were
evaluated on a 50 x 50 grid using a standard deviation of A = 0.2 for an independent multivariate normal
distribution kernel, resulting in (50)(49) = 2450 evaluation points over the two diagrams. Note that we only use
pixels above the birth = death line, as there is no intensity in the PIF below this line and hence no information.
Each evaluation point was then used as a feature in a random forest model.

4.5 Random Forest Approach

Following the approach of Jimenez-del-Toro et al.,* binary classification was applied to the ROIs, divided into
two classes of PCa aggressiveness, with low for Gleason 6 and 7 scores (eg. 343, 3+4, or 4+3), or high for
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Table 1: Model characteristics for random forest model trained on zero, one, and zero and one-dimensional
features, for deconvolved and unprocessed ROIs respectively.

Unprocessed Images Deconvolved Images
Measure 0 & 1-Dim 0-Dim 1-Dim 0 & 1-Dim 0-Dim 1-Dim
ROI AUC 0.7489 7415 0.7198 0.7348 0.7008 0.7264
ROC Youden’s Index 0.5373 0.5592 0.5758 0.5571 0.5428 0.5414
ROI Accuracy 0.6953 0.6897 0.6719 0.6753 0.6477  0.6696
ROI F-Score 0.6800 0.6820 0.6692 0.6739 0.6371  0.6532
WSI-AUC 0.8135 0.8056  0.8000 0.8095 0.7873 0.8175
WSI Youden’s Index  0.7122 0.7242  0.6905 0.4270 0.5147  0.5862
WSI Accuracy 0.7606 0.7606 0.7606 0.7465 0.7324  0.7606
WSI F-Score 0.7792 0.7792 0.7848 0.6897 0.7077  0.7606
OOB Error 0.1006 0.1092 0.1210 0.1407 0.1544  0.1582

Gleason scores 8, 9 and 10 (eg. 4+4, 4+5, 5+4 or 5+5), represented as [0, 1] with 0 for low and 1 for high grade
cancer. A random forest classifier was constructed, with 500 trees utilized in order to minimize out-of-bag error
without adversely impacting computational time. Training and tuning was conducted on the 164 WSI subset of
the total 235 with validation being conducted on the remaining 71 WSI cases.

In order to make predictions at the WSI level we implement a multiple step procedure. We first use the
average of the probability of class 1 membership (high PCa aggressiveness), given by the random forest classifier
trained on the 164 WSI subset, over the ROIs in a WSI to estimate the probability of the WSI belonging to that
class. Using these estimated probabilities, we construct a receiver operating characteristic (ROC) curve to tune
the threshold for predicted class membership with respect to sensitivity and specificity. We define a threshold as
the Youden’s J statistic, J = sensitivity + speci ficity — 1, estimated from the ROC area under the curve (AUC).
We then assign class membership relative to the defined threshold, with WSIs with an average probability of
less than or equal to the threshold assigned to class 0 (low PCa aggressiveness) and WSIs above the threshold
assigned to class 1 (high PCa aggressiveness). A ROC curve is then generated for the predicted WSI classes
in order to evaluate the performance of the model. 95% confidence intervals were computed for the AUC of all
models.

5. RESULTS

The highest performing final random forest classifier was trained on one-dimensional features extracted from
deconvolved images, with an AUC of 0.8175. This provided only a marginal increase in performance over
the random forest classifiers trained unprocessed images, with a maximum AUC of 0.8135 on zero and one-
dimensional features combined. The minimal increase in performance gained by combining features of zero-
dimensional and one-dimensional homology may indicate that they are capturing redundant features, or that
any potential benefit is offset by the “curse of dimensionality”. WSI prediction performance across all models
was comparable, the details of which are shown in Table. 1. The corresponding ROC curves, with computed
confidence intervals, are shown in Fig. 4 and Fig. 5 for the models trained on deconvolved and unprocessed
images respectively. The PIFs averages by class are shown in Fig. 6a for the averages by true high and low PCa
aggressiveness classes, and in Fig. 6b for the ROI level class predictions of high and low PCa aggressiveness.

Finally variable importance is displayed as a 50 x 50 matrix for both one and zero-dimensional random forest
models trained on deconvolved ROIs (see Fig. 7). Fig 7a., zero-dimensional variable importance, indicates
that zero-dimensional features (connected components) that are born early in the filtration, and persist over
the course of the filtration, are the most powerful features in capturing variance between zero-dimensional PIFs
(indicated by the high intensity region in the upper left of the zero-dimensional feature importance diagram).
The zero-dimensional feature importance diagram indicates that connected components born approximately 20%
of the way through the filtration, and persisting midway through the filtration, account for another proportion of
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Figure 4: Receiver operating characteristics (ROC) for ROI level predictions (first row) and WSI level predictions
(second row). ROC curves are shown for random forest models trained on zero-dimensional features, one-
dimensional features, and zero and one-dimensional feature combined. All random forest models were trained
on deconvolved images.

features that explain the variability between zero-dimensional PIFs. Fig 7b, one-dimensional variable importance,
indicates that one-dimensional features (cycles, potentially corresponding to prostate glands) are focused into
three main high intensity regions: features that are born early, and die early, features that are born approximately
three-quarters through the filtration, and die approximately 90% through the filtration, and finally features that
persist through the filtration (corresponding to the upper right region of the variable importance map). The
features that persist midway through the one-dimensional filtration may indicate larger cycles, to include glands,
or inter-glandular features, present in the PCa ROIs. Attempting to map feature generators to the original image
space is beyond the scope of this work, but may be considered in future work.

6. THREATS TO VALIDITY

Although we have achieved positive results in our predictions at the WSI level, the approach is not ideal.
Specifically, inheriting labels from the case level (Gleason score from the pathology report) to the ROI level,
and using the learned ROI labels to predict back to the WSI level has the potential for introducing model bias.
Tissue architecture on each WSI is comprised of a relative contribution of at least two Gleason grades, in varying
proportion, as well as benign tissue, and potentially cancer mimickers. Thus, inheriting global labels from the
WHSI level and applying them to local, heterogeneous regions at the ROI level may bias prediction. However,
without validating on another dataset, it is hard to assess the degree to which this is a problem. To mitigate
this issue, we would need a large number of hand annotated ROIs to in order to build a robust classifier at the
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Figure 5: Receiver operating characteristics (ROC) for ROI level predictions (first row) and WSI level predictions
(second row). ROC curves are shown for random forest models trained on zero-dimensional features, one-
dimensional features, and zero and one-dimensional feature combined. All random forest models were trained
on unprocessed images.

ROI level. However, we currently only have a small number of such labeled ROIs. There are other approaches
to dealing with a sparse set of labeled examples at the ROI level, which we propose as future work.

There are added concerns with mapping a mixture of Gleason scores into the two classes of high vs low grade
PCa. The clinical relevance in the division of Gleason scores into two classes, high and low, is not sufficiently
demonstrated. The dividing between classes between Gleason score 7 (low) and Gleason score 8 (high) may not
be suited to evaluating prognostic outcomes. In particular, clear prognostic differences between Gleason 3+4 and
4+3 have been demonstrated, with 443 PCa associated with a three-fold increase in lethality with respect to 3+4
PCa.?® An optimal approach would involve classifying WSIs at a higher granularity than a binary classification
scheme. We, however, limit ourselves to the binomial case as this work is only an initial investigation into the
efficacy of using features derived from TDA at the ROI level for the representation of PCa WSIs. Future work
will involve prediction beyond a binary class using WSI Gleason grades or Grade groups.

7. FUTURE WORK

The results of this work are promising, having successfully achieved accuracy comparable to CNNs applied to
the data generated in a similar manner.* This indicates that topological features may offer a more explainable
alternative to texture based CNN features and points to the possibility of building multi-modal approaches
that combine the advantages of CNNs and PH derived features. A natural extension of this future work is the
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exploration of the extent CNNs are capturing similar textural and architectural features to persistent homology
based features, or whether these features are unique.

While we have demonstrated one method of automatically categorizing ROIs PCa aggressiveness, given a
paucity or absence of ROI level annotations, other approaches exist for developing models given sparsely labeled
ROI images datasets, namely using semi-supervised 3¢ and transfer learning 37 techniques. In semi-supervised
learning, we can use a small number of labeled ROI level images to predict labels on a much larger number of
unlabled ROI level images. Transfer learning techniques would involve taking labeled ROIs from a similar area
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and using them to aid in learning the relationship between topological features and a relatively smaller number
of labeled ROIs.

Finally, training only high-probability cancer regions indicated by a high BR inherently biases perfomance
of trained classifiers towards high-grade cancer. Future work will focus on integrating benign tissue, as well as
PCa cancer mimickers such as benign prostatic hyperplasia using an inverse binary mask generated from the
BR, augmented with automated segmentation approaches in order to ensure a higher quality training dataset.
Future work will explore these approaches for automated WSI scoring.

8. SUMMARY

The results of this work are promising, having successfully achieved a relatively high performing classification of
high vs low-grade cancer in WSIs. This suggests value in the representation of shape based features in image
data using methods from TDA. Using only these types of features, our top classifier achieved an AUC of 0.82
for predicting high vs low grade annotated WSIs. In addition the performance of this classifier was largely
unaffected by color deconvolution applied to the input histopathology image, indicating that additional image
processing may be unnecessary to maximizing performance, thereby decreasing the amount of pre-processing
necessary. This indicates that TDA provides a robust means of generating shaped based features that perform
well in decision tree based classifiers, and while this work explored the automated grading of WSIs, TDA may
find success in ROI level prediction, either in lieu of, or ensembled with, CNNs.
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