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Abstract—Due to uncertainties in generation and load, optimal
decision making in electrical energy markets is a complicated
and challenging task. Participating agents in the market have to
estimate optimal bidding strategies based on incomplete public
information and private assessment of the future state of the
market, to maximize their expected profit at different time scales.
In this paper, we present an agent-based model to address the
problem of short-term strategic bidding of conventional genera-
tion companies (GenCos) in a power pool. Based on the proposed
model, each GenCo agent develops a private probabilistic model
of the market (using dynamic Bayesian networks), employs an
online learning algorithm to train the model (sparse Bayesian
learning), and infers the future state of the market to estimate
the optimal bidding function. We show that by using this mul-
tiagent framework, the agents will be able to predict and adapt
to approximate Nash equilibrium of the market through time
using local reasoning and incomplete publicly available data.
The model is implemented in MATLAB and is tested on four test
case systems: two generic systems with 5 and 15 GenCo agents,
and two IEEE benchmarks (9-bus and 30-bus systems). Both
the day-ahead (DA) and hour-ahead (HA) bidding schemes are
implemented. The results show a drop in market power in the
15-agent system compared to 5-agent system, along with a Pareto
superior equilibrium in the HA scheme compared to the DA
scheme, which corroborates the validity of the proposed decision
making model. Also, the simulations show that introduction of
an HA decision making stage as an uncertainty containment tool,
leads to a more stable and less volatile price signal in the market,
which consequently results in flatter and improved profit curves
for the GenCos.

Index Terms—Dynamic Bayesian networks, multiagent systems,
Nash equilibrium, sparse Bayesian learning, strategic bidding.

I. INTRODUCTION

NBUNDLING of the electrical power supply industry
and the introduction of market-based energy manage-
ment logic into power systems has created an interactive
system of decision-making-agents that seek to optimize their
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local objectives. In this context, in oligopolistic markets (i.e., a
market with a few dominant firms), privately-owned generation
companies (GenCos) try to maximize their expected profit from
sales of energy to the consumers by bidding strategically in the
market. Thus, GenCos exercise market power to affect the state
of the energy market to their benefit.

However, power markets are abounded with uncertainty: in-
termittent renewable energy resources, and variable electrical
load are two main sources of uncertainty. Moreover, each agent,
by affecting the outcome of the market, is a source of uncer-
tainty to its competitors. Hence, the problem of optimal decision
making by participating agents in the market turns out to be a
complex issue that has attracted considerable scientific interest
in the past decade.

Strategic bidding in pool-based energy markets has been
studied in the literature using the concepts of game theory.
It has been shown that the oligopolistic energy markets can
be modelled using bi-level optimization problems [1], [2]. At
the top level, GenCos pursue the maximization of their profit
functions, while at the lower level the Independent System
Operator (ISO) agent solves a social welfare maximization
problem to clear the market. Thus, the higher level optimiza-
tion problems are constrained by the lower level problem.
If the lower level problem is convex it can be replaced by
its Karush-Kuhn-Tucker optimality conditions (KKT), which
results in an Equilibrium Problem with Equilibrium Constraints
(EPEC), which is a system of coupled Mathematical Programs
with Equilibrium Constraints (MPEC) [3], [4]. The solution of
EPEC would be the Nash Equilibrium (NE) [5] of the energy
market, which is a strategy profile of the agents from which
none has any incentive to deviate unilaterally. The EPEC has
been described analytically as a Stackelberg game with several
leaders (GenCos) and one common follower (ISO) [6]. Many
papers are dedicated to solving this system of nested optimiza-
tion problems. Different approaches have been employed to
simplify and find the equilibrium of the market: diagonalization
[7], [8], binary expansion [9], [10], particle swarm optimization
[11], variational inequality techniques [12], [13], information
gap decision theory [14], polynomial equations [15], and the
penalty interior point algorithm [6] are some of the tools that
have been used in previous works. While these papers provide
invaluable analytical insight on energy markets, they do not
study the details of agent-based temporal learning process
under uncertainty and incomplete information that leads to the
market equilibrium.

Several papers have addressed the application of multiagent
system (MAS) theory to energy markets. A remarkable review
is presented in [16], in which the shortcomings of analytical
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approaches are pointed out. In [17], a rule-based naive rein-
forcement learning (RL) algorithm is employed for each agent
to search separately for optimal bidding strategies. In [18], an
RL-based day-ahead (DA) bidding procedure for GenCos is
proposed, based on discrete Markov decision processes. This
method has been applied in [19] to study the effects of water
shortage on electric power generation. Another RL scheme is
introduced in [20] to study the dynamics of forward and spot
markets. The effects of initial belief of the agents employing
RL on the outcome of energy market is studied in [21]. As an-
other RL-based technique, Q-learning is used in [22] to im-
plement an agent-based model for energy markets. An inter-
esting recently published work employs a multi-layer agent-
based model to study the energy markets, considering the un-
certain behavior of competitors [23]. This paper relies on prob-
abilistic scenario generation and stochastic programming. Sto-
chastic programming is also used in [24] in combination with
a branch-and-bound method for uncertainty assessment in the
market. Agent-based optimal decision making in energy mar-
kets using numerical sensitivity analysis is proposed in [25].

Previous works on agent-based decision making in energy
markets have mostly relied on reinforcement learning and sto-
chastic programming to develop agent-level decision making
models [26]. However, a shortcoming of these works is their
dependence on discretizing the space of states and actions of
agents. This on one hand, might lead to suboptimal solutions
and on the other hand, introduces a limitation on applicability
and scalability of the models. One shortcoming of the methods
that are based on stochastic programming is their dependence on
probability density functions that are non-stationary and hard to
obtain [27]. Also, the integration of forecasting tools has been
mostly ignored.

In this paper, we present a novel probabilistic model for
GenCos' optimal decision making in energy markets. The
agent-based reasoning apparatus is based on a Dynamic
Bayesian Network (DBN) representation [28] where Sparse
Bayesian Learning (SBL) is employed for model training. DBN's
provide a natural and efficient framework to study reasoning
under uncertainty; DBNs can be scaled to include a large number
of random variables, if necessary. Thus, they have been adopted
here for modeling agents' behavior in electrical energy markets.
The presented DBN-based model constitutes the belief system
of agents on the state of the market. This belief system is up-
dated constantly through participation in the DA and HA energy
markets. Each agent, using its private belief system develops
offer curves according to a Linear Supply Function Equilibrium
(LSFE) model [29], [30], which provides an efficient and
realistic model of behavior of GenCos in the market.

Two sources of uncertainty are considered in this paper: elec-
trical load, and GenCo competitors behavior. The electrical de-
mand side is assumed to be inelastic. Real load data from the
Pennsylvania-New Jersey-Maryland (PJM) market is fed to the
market model to simulate the temporal changes of electrical de-
mand [31]. To represent and predict the behavior of competing
GenCos, a Residual Demand Curve (RDC) [32], [33], is em-
ployed. Since the agents do not have access to the cost func-
tions and decisions made by competitors, they have to rely on
incomplete publicly available data (which is assumed to be the
aggregate demand and supply curves published by the ISO) to
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construct their individual RDC. Both the load and RDC pre-
diction functionalities are integrated into the DBN-based belief
system of the agents.

The DBN-based decision making model provides adaptive
agent behavior through variable and uncertain conditions in the
market. An advantage of the proposed model is that it is based
on continuous-valued variables; hence, complexities pertaining
to discretization and the possibility of suboptimal solutions are
avoided. Another advantage of the DBN-based model is that the
introduced probabilistic decision making tool is free and inde-
pendent of any assumptions on probability density functions of
the variables of the energy market; hence, avoiding the short-
coming of stochastic programming.

To summarize, the main contributions of this paper are as
follows:

— To provide an agent-based decision making tool for en-
ergy markets, using probabilistic graphical models. Specif-
ically, a dynamic Bayesian network is selected as the tool
that is most fit for the task of modeling the belief systems
of GenCos, as explained later in the paper (Section III).

— To avoid discretization of decision/action space, we have
employed sparse Bayesian learning to train the dynamic
Bayesian networks for each agent. Also, using the pro-
posed belief system, particle-based sampling is employed
for forecasting.

The rest of the paper is constructed as follows. In Section II,
the basics of the agent-based model are explained. In
Section III the DBN-based belief system of GenCo agents,
along with learning and inference schemes are described.
Simulation results are presented and discussed in Section IV.
Conclusion are reported in Sections V.

II. STRUCTURE OF THE AGENT-BASED SYSTEM

The energy market under study is formulated into a hierar-
chical multiagent system, as shown in Fig. 1. At the top level,
GenCo agents compete with each other to supply the inelastic
demand by submitting optimal bidding functions. There is no di-
rect communication link among GenCo competitors, and any in-
teraction among them takes place through market outcome and
thus, is indirect by nature. At the bottom level, the ISO agent
clears the market based on the received bidding functions. The
details of the agents' functions are discussed below. Also, the
DA/HA bidding procedure of the GenCo agents is introduced
for market modeling.

A. Genco Agents Model

The cost function (Cy;) of the ith GenCo agent is modeled
as a quadratic function of its output power (P;), as given in (1).
Fixed cost elements are ignored. Also, the power production of
the GenCo is bounded by its maximum power capacity (P!, ),
which defines the feasible operational region of the GenCo.

1 .
Cgi(PZ‘) = ;P + gbipiz
0<P <P

max*

)

The marginal cost function of the ith agent (M C';) is therefore,
a linear function of output power:

]WCQZ‘(PZ‘) =a; + b;P; 2)
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Fig. 1. Structure of the multiagent market model.

In a purely competitive market the GenCos act as price-takers
and bid their marginal cost functions to the market [34], whereas
in an oligopolistic market, GenCo agents submit bidding func-
tions that deviate from their marginal cost curves, in order to
maximize their expected profit. Price-making GenCos exercise
some levels of market power. In this paper we have adopted
LSFE model for GenCos' bidding procedure. Thus, the sub-
mitted bidding function (By;) to the ISO agent is a linear func-
tion of output power of the GenCo, as follows:

B,i(Pi) = a; + b P 3)
where, the coefficients &;, and Bi are assigned by the ith GenCo,
to maximize its expected profit level. Therefore, the goal of the
strategic bidding problem is to optimally parameterize the bid-
ding functions of the GenCos. In this paper, we have used what
is known as intercept-parameterization [21] (i.e., the slope of
B,;(P;) is kept equal to the slope of M'y;(F;), and the in-
tercept with the price axis is modified). The merits of inter-
cept-parameterization are discussed in [6]. Hence, Bgy;(F;) is
determined as follows:

where, parameter O; in (4) determines the level of deviation
of By;(P;) from M C4;(P;), and is referred to as strategic pa-
rameter. Thus, the objective of each GenCo agent would be to
maximize its profit level (IL,; ) at each round of bidding by mod-
ifying the strategic parameter, subject to power constraints:

Iyi = {M0:,04) - P — Coi(P)}
0< P <P

max

max,,

s.t. (5)
where, X is the energy price, which is a function of both the #th
GenCo's strategic parameter and vector of strategic parameters
of competitors (O _;).

To provide a base for individual GenCo's self-scheduling be-
havior, the concept of RDC is employed. RDC provides a mea-
sure of dependence of market status merely based on a single
player's actions by fixing the behavior of competitors. Using the
aggregate supply function of the market and the demand level,
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each GenCo can construct its individual RDC as discussed in
[35]; and since the basic assumption in this paper is that the only
published data to GenCos is the aggregate supply and demand
functions of the market at each round, we are able to employ the
concept of RDC. Note that RDC can only be constructed after
the market is cleared; thus, the agents have access to RDCs of
the previous rounds of auction. As a part of the optimal decision
making process, one goal of the learning model proposed in this
paper is to predict the RDC for the future round of bidding.
The RDC of the ith agent is a decreasing nonlinear function
of the generated output power. However, in order to be able
to employ RDCs in the agents' belief systems, they have to be
parameterized. For that purpose, simple linear regression is used
to present a linear estimation of RDC, denoted by A4;.
Agi(Pi) = a; P + f;. (©6)
The slope of linearized RDC is negative (a; < 0). By in-
tersecting Ag; (P;) and Bg;(F;), the approximate clearing price
(A*) and dispatched generation level for the ith agent (P;) are
obtained (note that the approximation is due to using a linear
representation for the RDC).

a;a; + Oz — b;iB;
&; — bZ
ai + O; — B

&y — b‘i

A

(7

Py~ ®)

By inserting (7) and (8) into (5) and simplifying it, we can
formulate IL,; as a quadratic concave function in O;. The value
of the strategic variable for the ith agent at which the unique

maximum profit level (H;’}‘”‘) is achieved is denoted by O,,,;,
. . . . oIl i

which along with II7;** are obtained by solving - o = 0. The

results are as follows:

(B — ai)
e ©)

max __ (31 B ai)2
Hgi o Z(bl — 20[1') (10)

As can be seen from (9), as the sensitivity of the market price
to the actions of the ith agent (i.e., ;) approaches zero, the
GenCo becomes a price-taker, and therefore, O,,,; converges to
zero, resulting in truthful bidding. This is in accordance with
our expectation.

While (9) provides a deterministic relationship between the
optimal value of strategic variable and model parameters, it
cannot be used directly for GenCo decision making. The reason
for this is that the actual RDC is nonlinear; thus, using parame-
ters of its linear approximation (i.e., «;, and 3;) to obtain O,,;,
leads to additional numerical errors. To overcome this problem,
we have introduced the optimal strategic parameter as another
random variable inside the belief system of each agent (refer
to Section IIT). Numerical experiments show that employing
probabilistic inference to obtain estimations of optimal value of
strategic parameter reduces numerical errors considerably.

With this introduction on GenCo agents' models, the step-by-
step algorithm performed separately by each agent is as follows:

1) After the market is cleared at time ¢:

* Construct the RDC for the latest round of auction
using publicly available aggregate demand and supply
functions.
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» Use the constructed RDC to obtain the optimal value of
the strategic parameter by creating a profit curve as a
function of O;(t).

» Use linear regression to parameterize the RDC and ob-
tain «;(t), and 5;(2).

 Use the obtained values of «;(t), 8i(t), Omi(t), and
system demand at time ¢ (denoted by D(t)), to update
agent data history.

* Employ the updated data history and perform SBL to
update the DBN-based belief system (Section III).

2) DA/HA optimal bidding for the future round of market at

time ¢ 4 1:

* Perform probabilistic particle-based forward sampling
over the DBN-based belief system (Section III) to pre-
dict the values of variables (o; (¢ +1), 3;(t+1), optimal
O;(t+ 1), and D(¢+ 1)) for the future round of DA/HA
auction.

* Construct the bidding function using the predicted value
for the optimal strategic parameter. Submit the bidding
function to the ISO agent.

We will show that using the procedure above, each agent is
able to maximize its profit in real-time with acceptable errors.
Therefore, this distributed system of interactive decision makers
approaches a Nash equilibrium (i.e., each player is able to pre-
dict its best response to competitors).

B. ISO Agent Model

The task of the ISO agent is to perform an optimal gener-
ation resource allocation to supply the electrical demand on
an hour-by-hour basis. Hence, the ISO runs an economic dis-
patching problem to maximize social welfare (here to minimize
total production cost) based on the received bidding functions
from GenCo agents.

N 1. .,
Do (@iPi+ 5P

N .
s.t. Z,_IPL- =DO0<P <P __(Yi=1,...,N) (1)

minpg, .. Py

In this paper, the ISO agent uses the lambda-iteration method
[36] to solve the economic dispatching problem. The inputs
of the ISO agent are GenCo agents' bidding curves and the
real-time electrical demand. Note that the ISO agent does not
have access to GenCo agents' actual marginal cost functions. As
mentioned earlier, for the electrical demand, actual hourly data
(normalized by maximum available generation capacity) from
the PJM market is employed [31]. After normalization, the load
signal is fed directly to the model in simulations.

When the GenCos submit their offers, the ISO solves (11) for
real-time load to clear the market. Then it publishes (publicly)
the energy price, aggregate supply curve, and real-time demand.
Details of individual GenCos' bidding functions are not exposed
to competitors. Since we have ignored the effects of the trans-
mission system on the energy market, the energy price is the
same for all GenCo agents.

C. DA/HA Bidding Procedures

Note that the bidding process in the market takes place on
two distinct but closely related time scales: DA market and HA
market. Hence, we need to study the overall behavior of the
energy market on these two scales. The mechanisms of HA/DA
stages of energy markets have been described in [37] and [38].
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As demonstrated in these works, as the GenCos move closer to
real-time they need to compensate the power mismatch created
by the errors of forecasting tools in the DA stage. In this paper,
we study the interaction and effects of introducing the HA stage
into the energy market, using the proposed DBN-based decision
making model.

GenCo agents employ two private databases to keep their be-
lief systems updated: the DA database and the HA database. The
DA database is decomposed into 24 sections, with each section
corresponding to a certain hour in the day. This has been done
because of the high correlation among the load samples with
a 24-hour time difference, which makes the daily load profile
semi-periodic. Hence, decision making for a certain hour of the
day in the DA market is based on the data history of the same
hour on previous days (in this study, up to the past 300 days).
Note that weekly, seasonal, and annual trends of electrical load
are ignored in this paper. The HA database is composed of the
HA data history of the previous hours of the market up to the
most recent hours.

At each hour of the day, each GenCo agent submits two bid-
ding functions to the market: one bidding function is submitted
to participate in the next incoming hour of the same day (i.e.,
HA bidding), and the second bidding function is submitted for
participation in the energy market of that same hour in the next
day (i.e., DA bidding). Note that the market is cleared using the
predicted value of the load for each stage.

According to [38], the total amount of payment that the ith
GenCo receives in a multistage market R; (i.e., a market with
both DA and HA stages) is as follows:

(12)
where, PP4, PHA and PET are the scheduled power of the ith
unitin DA, HA, and real time markets, respectively; \P4, XH4
and A®T are the energy prices corresponding to these different
stages. On the other hand, the payment amount in a single-stage
market (i.e., DA stage only) is modified as follows:

R; = PPANPA 4 (PFT — PPA) ART. (13)

III. DBN-BASED OPTIMAL DECISION MAKING

Probabilistic graphical models (PGMs) offer useful tools for
representing and analyzing statistical relationships and depen-
dencies among random variables. Bayesian networks, Markov
networks, Hidden Markov Models (HMM), etc. [28] are a few
variations of PGMs that have been studied and used in different
applications. A thorough introduction on PGMs can be found
in [39].

DBNSs are a category of directed PGMs that are able to capture
the temporal evolution of random variables; thus, they are often
a good fit to model systems with discrete-time stochastic pro-
cesses [28]. DBNs can be thought of as a generalization of both
static Bayesian networks and HMMs: while static Bayesian net-
works are a class of multivariate directed PGMs, they are unable
to represent time-dependency of random variables, and are con-
sequently not fit to model random processes. On the other hand,
HMMs are a category of DBNs in which the dynamic nature
of the model is preserved; however, HMMs are conventionally
best fit to model univariate systems (i.e., one random variable
for the hidden state chain and one for the output chain). DBNs
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Fig. 2. DBN-based belief system of GenCo agents.

provide a general framework that address the shortcomings of
static Bayesian networks and HMMs.

We model the belief system of each GenCo using DBNs. The
belief system embodies each agent's probabilistic perception
of its environment, which is the energy market (including the
competitors, the ISO agent, and uncertain demand). Thus, each
GenCo develops a DBN-based private model of the market and
keeps it updated at each time step. The DBN-based models are
then used by each agent to predict the future state of the market
and act accordingly.

A DBN is composed of several vertices that represent random
variables, and directed edges among them, which represent
probabilistic dependencies. A directed edge starts at a parent
vertex and ends in a child vertex (Fig. 2). The parameter of
the model associated with a particular parent-child structure is
equal to the conditional probability distribution function (PDF)
of the random variable corresponding to the child node, given
the values of random variables corresponding to its parents.
Also, the DBN spans time to model the temporal changes
in variables (the same as HMM). To develop a DBN-based
model we have to address three issues: structure learning (i.e.,
determining hidden/observable random variables, edges and
their direction), parameter learning (i.e., finding the conditional
PDFs corresponding to parent-child structures), and inference
over future events (i.e., prediction).

A. Structure Selection

Since the number of variables considered in the proposed
DBN-based belief system is low, the structure of the model is se-
lected based on experiments and using statistical measures such
as mutual information (MI). However, if in future developments
of the model, the number of variables grows to be large, a thor-
ough structure learning algorithm should be implemented. The
proposed structure is depicted in Fig. 2. As can be seen, the pro-
posed DBN is a first-order Markov model with four variables
at each time slice. The transition time step can be 1 hour or 24
hours, depending on the bidding horizon being HA or DA. This
means that for DA bidding at a certain hour of the future day, the
data history of that same hour on previous days are employed.
On the other hand for HA bidding, the data for previous hours
is used as the training set.
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Fig. 3. Local parent-child structures within the DBN.

The random variables at each time slice of the belief system
of i¢th agent are: D (electrical demand), 3; (intercept of agent's
linearized RDC with price axis), «; (slope of agent's linearized
RDC), and O,,; (optimal value of strategic parameter). As
shown in Fig. 2, the electrical demand is not affected by market
conditions (i.e., price-insensitivity); therefore, the value of
load at the future time slice (D(T" + 1)) is affected only by
the demand level at present time slot D(T'). Note that each
agent employs its private DBN-based belief system in the
decision-making process.

Since to the best of our knowledge, this structure has the
best performance among the candidates, and the GenCos are as-
sumed to be rational agents (i.e., the chances of making mistakes
are ignored), all GenCos will use the same structure for decision
making.

B. Parameter Learning

Now that the structure of the graphical model is selected, the
problem of parameterization should be addressed. Each local
parent-child structure of the DBN (Fig. 3) represents a condi-
tional PDF that has to be determined online. Note that all of
the variables of the model are considered to be continuous; that
is, to maintain model precision and avoid difficulties pertaining
to discretization, we keep the original continuous nature of the
system.

As mentioned previously, Sparse Bayesian Learning (SBL)
[40] is employed to parametrize the DBN-based belief system.
Thus, when the database of the agents are updated (i.e., when
ISO publishes data to agents), SBL is applied to each of the
local structures in Fig. 3, for the individual belief system of each
separate agent to keep the overall belief systems updated.

SBL is a kernel-based learning algorithm which is also known
as “relevance vector machine” [40]. The goal in SBL is to calcu-
late the weights of the kernel functions, which for this project are
selected to be Gaussians. A great advantage of SBL is its “spar-
sity”—only a subset of kernels have non-zero weights. As the
learning process evolves, an increasing number of kernels tend
to have weights with practically zero value. Therefore, using a
pruning operation, we can omit the kernels that are not relevant
to the learning process. The deletion of irrelevant kernels is a
mechanism within SBL that prevents overfitting.

Given our training set {&, ¢, }2_; in which z,, is the set of
explanatory variables (i.e., parents) and £,, is the target variable
(i.e., child variable), the kernel-based representation of target
variable is shown below:

N

T — Zi:lwi - K(zp, z;) +wo + €n. (14)

Here w;'s are the weights of the kernel functions K (x,,2;),
and ¢,, is a noise process, which is assumed to be a zero mean
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Gaussian process with variance ¢. Using this model, the ob-
jective of SBL is to estimate the weights of the kernel functions
and the variance of the noise process. Note that the likelihood
of the dataset can be written as a Gaussian function (since we
have assumed that the distribution of noise is Gaussian):

1 .
exp {Wﬂt — <I>w||z} (15)

where & is called the design matrix:
1 K(;L’hl’l) K'(éL'l,éL'z)

N

p (tjw,o?) = (2n0?) 2

K(I’h l‘n)

P — (16)

1 K(zp,z1) K{(zp,22) K(zy, zn)
The prior distributions over the weights are selected to be
independent zero-mean Gaussians:

p(wla) = [[ N (wil0.a; ") a7

where, « is the vector of hyperparameters, and is equal to the
set of inverse variances of the kernel weights. As a; gets larger
and larger during the learning process, the corresponding kernel
function gets more and more irrelevant and can be eliminated.
To make predictions, we will be needing the posterior of the
unknown parameters and hyperparameters given the observed
target vector. The posterior is decomposed using the chain rule,
as follows:

(18)

The first term on the right hand side of (18) is the posterior
distribution over the weights and can be calculated analytically.
Using Bayes rule, the posterior is formulated into a Gaussian
distribution with covariance matrix ¥ and mean vector p [40].
The second term on the right hand side of (18) can be replaced
with a delta function that is nonzero only at the most prob-
able values for the hyperparameters (03, and apsp). Values
of o3, » and @ s p have been calculated using expectation-maxi-
mization-based recursive estimations, to maximize the marginal
likelihood function (different update rules are discussed in [40].)
Thus, the parameter of a local structure in the DBN-based be-
lief system with child variable X, and its parents Pa(X) is a
Gaussian distribution, obtained as follows:

p(X[Pa(X)) ~
N (MT@ (Pa(X)),0%,p + ® (Pa(X))" & (Pa(X))) .
(19)

P (W,a, 02\‘5) =p (wlt,a, 02) D (a, 02|t) .

C. Inference

After the conclusion of the learning procedure at each time
step, the agents perform probabilistic inference over variables
of a future time slice. In other words, they predict the future
state of the market to estimate the optimal value of the strategic
variable for the future round of auction (next hour or next day).

In this paper, inference is accomplished using a particle-based
forward sampling method [39]. The values of the variables at
the current time slice are initialized as evidence (primary par-
ticles). Then, using the learned model parameters (i.e., condi-
tional PDFs) we move along the directed edges of the DBN to
obtain particles of the future time slice. This process is repeated
500 times. The mean of obtained particles is used as the pre-
dicted values for the variables in the future time slice. When
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Fig. 4. GenCo's agent-based model.

the GenCos obtain an estimation of O,,;(T + 1) through prob-
abilistic inference, they modify their bidding function accord-
ingly and submit it to the ISO agent.

D. The Decision Making Process

The DBN-based decision making process involves the two
functionalities of learning and prediction (i.e., inference). Upon
receiving the latest data samples from the most recent round
of auction, first, each agent updates the conditional probability
density functions corresponding to parent-child structures of the
DBNs, employing SBL. These updated conditional PDFs rep-
resent the statistical affinitiecs among the variables (i.e., o, 3,
D, and O). The final goal of the decision making problem is
to find or estimate the optimal course of action for the future
round of auction, at the HA or the DA look-ahead windows.
Hence, the updated conditional PDFs are used to achieve this
goal. Given the latest samples for the variables at the current
time step, the future samples for the variables are extracted using
a forward sampling method, employing the learned conditional
PDFs. Considering the structure of the DBN (Fig. 2), the cur-
rent samples of variables a, 3, D serve as inputs to the decision
making process and are used to generate the predicted samples
for the same variables. Finally, the predicted samples for the
input variables (at time ¢ 4 1) are employed to estimate the op-
timal course of action for the incoming round of auction (i.e.,
strategic parameter, Q). The sampling process is performed re-
peatedly, as explained in the previous subsection, and the mean
of the samples for the strategic parameter, O, is used as the
forecasted optimal action, which determines the deviation from
the marginal cost curve when bidding in the market. The al-
gorithmic overview of the overall decision making process is
presented in Section II of the paper. The agent-based decision
making process is illustrated in Fig. 4, for one GenCo agent.

IV. NUMERICAL EXPERIMENTS AND RESULTS

The proposed decision making model is tested in MATLAB
environment for four test cases: two generic systems with 5 and
15 GenCo agents, corresponding to energy markets with high
and low market share concentration, and two IEEE benchmarks
(9-bus and 30-bus systems). Both HA and DA bidding schemes
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are implemented in all the test cases. Thus, the behavior of the
proposed model on different time scales and different market
concentration levels is studied.

After the market is cleared, real-time optimal values of
strategic parameters of each agent are obtained using real time
RDC for each GenCo. The results are then compared with
DBN-based DA/HA predictions to assess the performance of
the decision making model.

A. Case Study I

Considering an HA bidding scheme for the system with 5
agents (cost parameters given in Table II, Appendix I), the
optimal real-time value of strategic parameter for one of the
agents is depicted in Fig. 5(a), along with its DBN-based
estimation. As can be seen, the DBN-based estimation fol-
lows the real-time optimal value with satisfactory precision
(mean absolute error (MAE) of 3.83%). This implies that the
DBN-based belief system can be employed for prediction of
the result of HA market and optimal acting accordingly. Also,
the results of the prediction of the other three variables of the
belief system (e, 8, and D) and their real-time values are
shown in Fig. 5(b), (c¢), and (d), respectively. The MAE level
of predictions for these variables are below 3%.

The rest of the GenCo agents in the system show similar
performance. As the real-time average optimal value of the
strategic parameter approaches zero, the MAE increases (since
the error normalizer tends to shrink to near zero values). This
implies that, for agents that are not exercising market power
(i.e., no tangible deviation from marginal cost), the DBN-based
decision making procedure becomes less reliable. However,
practically the average error values of O,y,; prediction for all
the agents are similar and around $0.3/MWh.

Since the actions of all the agents are nearly optimal, the
system approaches NE. Thus, the DBN-based belief system en-
ables the GenCos to predict the real-time market equilibrium
and modify their actions to maximize their profit.

B. Case Study Il

The decision making model is also tested on the 15-agent
system for a DA bidding scheme (cost parameters given in
Table II, Appendix I). As mentioned before, for DA bidding on
a certain hour of the next day, the agents use the data history
of the same hour on previous days to train their DBN-based
private belief systems. Hence, each agent has 24 DBNs cor-
responding to each hour of the day. In Fig. 6(a), the result
of prediction of O,,; is presented for one of the agents, on a
certain hour of the day. The spikes on the curve correspond
to an increase in the DA load profile for that hour of the day
(Fig. 6(b)). This implies that, as the demand increases, the
GenCo's incentive to deviate from its marginal cost curve
grows. The profit profile of the agent is depicted in Fig. 6(c).
As shown here, the DBN-based strategic bidding leads to an
increase in the real-time profit level and approximately reaches
the real-time maximum possible profit. The DBN-based DA
demand prediction outcome is shown in Fig. 6(b). Compared
to HA load estimation with MAE of 2.34%, the MAE level of
DA load forecasting increases to 7%.

Here again, all the agents show similar performance in
prediction and decision-making; and since each agent is maxi-
mizing its profit at the same time with acceptable precision, the
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DBN-based distributed decision-making has led the multiagent
system to approach its NE.

C. Case Study 111

The proposed decision making model is tested on the IEEE
9-bus system (consisting of three agents), as illustrated in Fig. 7.
The cost data for the three GenCo agents in this system are pro-
vided in the Appendix I [41]. The final output variable (i.e., the
strategic parameter) of the DBN for one of the agents of this
system (with a; = $1/MWh, b; = $0.24/MWh?, and P, = =
120 MW) as a function of time is depicted in Fig. 8. The MAE
level is 4.95% and 11.24% for the HA and DA look-ahead times,
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Fig. 7. Structure of IEEE 9-bus system.
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TABLE I
DETAILS OF THE DECISION MAKING PROCESS
a; Bi D 0;
($/MWh?) | ($/MWh) | (MW) | (S/MWh)
t=5900 h -0.1091 76.3 435 16.36
HA prediction fort+ 1 = -0.1095 73.1 415 15.7
5901 h
Real-time values fort + 1 -0.1081 72.8 433 15.67
=5901h
29 27 vl
26 25
30

Fig. 9. Structure of IEEE 30-bus system [42].

respectively. Note that Fig. 8 shows the optimal course of action
to be taken by the agent at each time step for the HA and DA
cases. Hence, the agent determines its bidding function based
on the predicted value of the strategic parameter at each time
step. To further clarify the decision making process, we have
shown the samples of the variables for the agent in Table I, at
t = 5900 h and predictions for ¢ + 1 = 5901 h. The samples at
time ¢ are used for updating the DBN and forecasting the values
of the variables at time £ + 1. The actual values of the variables
at time ¢ 4 1 are given in the last row of the table. As can be
seen, the HA predicted values for time ¢ 4+ 1 are close to their
actual real-time values that are obtained after market clearance
at that specific time.

D. Case Study IV

The DBN-based decision making scheme is implemented
on the IEEE 30-bus system, shown in Fig. 9; the data for the
system is given in [42]. The cost parameters of the generators
(GenCos) are given in Table II, Appendix I [43]. In Fig. 10(a),
and Fig. 10(b) the results of the DBN-based prediction of the
strategic parameter for the DA and HA stages are shown, for
one of the agents. The MAE of estimation is 10% and 15%
for the HA and DA markets, respectively. Note that while the
MAE has increased compared to the previous two test cases
(due to lower mean value of strategic parameter), the absolute
value of the error is in the same range (around $0.1/MWh to
$0.3/MWh). As expected, the accuracy of the DBN-based deci-
sion making procedure in the HA stage has improved compared
to the DA stage. The other five agents show similar accuracy in
estimating their optimal strategic bidding functions.
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E. Comparing the DA and HA Bidding Schemes

Since the uncertainty pertaining to load prediction is dimin-
ished in the HA decision-making, the equilibrium of the HA
market is Pareto superior for the GenCos, compared to the DA
market. Thus, the GenCos can make additional profit by modi-
fying their DA bidding functions on the HA stage (as they move
closer to real-time dispatching). We have compared the profit
levels of the GenCo agents in case studies I and IV for the DA
and DA + HA markets. In the 5-agent system of case study I,
an average annual profit level growth of $90,000 is observed
for each agent in the DA 4+ HA market, compared to the DA
market.

The results of the simulation in the forth case study (IEEE
30-bus system) show that introducing the HA stage into the
market leads to more stable and less volatile prices, as depicted
in Fig. 11. Also, the HA stage reduces the volatility of the profit
streams of the GenCos. Compared to the single-stage market
(i.e., DA only), the mean total profit of the agents for the multi-
stage case (DA 4+ HA) has increased from $8,800 to $10,000 in
a period of 60 hours. Hence, a multistage procedure is capable
of decreasing the risk and improving the stability of the energy
market.

F. Market Power Analysis

As the number of competing GenCos grow (keeping the
total generation capacity fixed), the average share of each
GenCo, i.e., market concentration (which is measured by
Hirschmann-Herfindahl Index (HHI)) falls [38]. In our study,
the value of HHI for the 5-agent system is 0.2, while it drops
to 0.072 when the number of GenCos increases to 15. On
the other hand, the average value of the optimal strategic pa-
rameter decreases from $1.886/MWh, to $0.835/MWh, as the
number of GenCos grows from 5 to 15; this indicates a drop in
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GenCos' incentive to exercise market power. In Fig. 12, energy
prices of the 5-agent and 15-agent systems are compared. In
addition to an increase in average price in the 5-agent system
($32.95/MWh compared to $16.44/MWh for the 15-agent
system), the standard deviation of the energy price has also
grown ($2.37/MWh, compared to $1.24/MWh for the 15-agent
system), suggesting higher price volatility for the system with
lower number of GenCos. Thus, the model confirms the ex-
pected drop in market power exercise as the number of GenCos
grow. Also, in both systems, the average correlation level of
electrical demand and the optimal strategic variable is high and
almost the same (0.729 in the 15-agent system, and 0.765 in
the 5-agent model). The scatter diagram of optimal strategic
parameter and electrical demand for one of the GenCos in the
IEEE 30-bus system is shown in Fig. 13. The cost parameters
of this agent are: a; = $14.75/MWh, b; = $0.0175/MWh?,
and P, = 80 MW, as shown in Table II in the Appendix. As
expected, an increase in electrical demand results in excessive
market power exercise by GenCos.

The agent-based model shows two sources of volatility
in the energy market: the errors in load forecasting, and the
low number of GenCo agents. While the former is caused by
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limitation of forecasting tools in containing the uncertainty of
the system (as shown in comparing single-stage and multistage
markets), the latter corresponds to direct market power exercise
by dominant firms in the market.

V. CONCLUSION

In this paper, an agent-based optimal decision making tool is
designed using dynamic Bayesian networks. Employing sparse
Bayesian learning, each agent trains its private belief system to
predict the optimal course of action to be taken in future rounds
of the market. This distributed decision-making model is tested
in MATLAB on markets with high and low share concentrations
(5 and 15 GenCos) and on two distinct time scales (HA/DA).
Also, the model was tested on two IEEE benchmarks (9-bus
and 30-bus systems). Numerical results show that, by using the
proposed decision making model, the agents are able to pre-
dict the market equilibrium in advance, with acceptable errors.
Thus, based on the proposed probabilistic model, the multiagent
system approaches Nash equilibrium through distributed de-
cision-making under incomplete information. The DBN-based
belief system can be expanded easily to model more complex
decision-making situations.

APPENDIX 1
COST DATA FOR GENCO AGENTS OF CASE STUDIES

TABLE II
DATA FOR CASE STUDIES
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