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ABSTRACT

Multi-Objective Optimization (MOO) is the problem of optimizing two or more
competing objectives, where problems dealing with more than three competing objectives
are termed as Many-Objective (MaOO). Such problems occur naturally in the real world.
For example, many engineering design problems have to deal with competing objectives, such
as cost versus quality in product design. How do we handle these competing objectives? To
answer this question, population-based meta-heuristic algorithms that find a set of Pareto
optimal solutions have become a popular approach. However, with the increase in complexity
of problems, a single population approach may not be the most efficient to solve MOO
problems. For this reason, co-operative co-evolutionary algorithms (CCEA) are used, which
split the population into subpopulations optimizing over subsets of variables that can now
be optimized simultaneously. Factored Evolutionary Algorithms (FEA) extends CCEA by
including overlap in the subpopulations.

This dissertation extends FEA to MOO, thus creating the Multi-Objective FEA
(MOFEA). We apply MOFEA to different problems in the MOO family with positive results;
these problems include combinatorial and continuous benchmarks as well as problems in the
real-world domain of Precision Agriculture. Furthermore, we investigate the influence of
different grouping techniques on continuous large-scale, MOO, and MaOO problems to help
guide research to use the appropriate techniques for specific problems. Based on these results,
we find that some MaOO problems lead to large sets of non-dominated solutions. From
this, an Objective Archive Management (OAM) strategy is presented that creates separate
archives for each objective based on performance and diversity criteria. OAM successfully
reduces large solution sets to a more manageable size to help end-users make more informed
decisions.

The presented research makes four main contributions to the field of Computer Science:
the creation of a new Multi-Objective framework to create and use subpopulation in a
co-operative manner including the ability to use overlapping populations, the analysis of
different grouping strategies and their influence on continuous optimization in both large-
scale and multi-objective optimization, the introduction of a post-optimization solution
set reduction approach, and the inclusion of an environmental objective into a real-world
Precision Agriculture application.
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CHAPTER ONE

INTRODUCTION

Many quantitative problems that occur in disciplines such as physics, engineering,

and economics can be defined through mathematical principles; solving these problems is

commonly referred to as “optimization” [161]. When problems have more than one goal to be

solved, we say we are solving multiple “objectives”. Multi-Objective Optimization (MOO)

is the area of research that aims to find solutions for problems with multiple, competing

objectives [33]. For example, an engineer designing a car needs to take different aspects into

account such as comfort, speed, cost effectiveness, and safety; but increasing speed could

come with a decrease in safety, thus creating a trade-off between the objectives. When we

deal with problems that have more than three objectives, the problems are termed as Many-

Objective Optimization (MaOO) problems [84]. MaOO is a subset of MOO, therefore when

we refer to MOO, this includes MaOO problems.

Solving MOO problems means finding a set of potential solutions, since, due to their

competing nature, the best solution for one objective will not necessarily be the best solution

for the other objective(s). One class of commonly used algorithms to solve MOO problems are

meta-heuristic algorithms, which keep a solution or set of solutions and adjust these solutions

in an attempt to improve them [134]. More specifically, population-based algorithms have

become the norm to solve MOO problems [33]. The use of a population of potential solutions

offers a natural way to keep track of a set of solutions, where different parts of the population

can explore different parts of the objective space, thus exploring the trade-off between

objectives. However, there are many unanswered questions in the field of MOO. With the

need to explore the objective space to find a good spread of solutions for all objectives,
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comes the potential of slow convergence towards the set of optimal solutions. Balancing

this trade-off is a prominent problem in MOO, especially as the number of variables and

objectives increases.

To deal with a large number of decision variables, known as Large-Scale Optimization

(LSO), Co-operative Co-Evolutionary Algorithms (CCEAs) have been proposed [22, 97, 117].

CCEAs divide the variables into variable groups and optimize the variable groups separately

before combining them again to form a complete solution. The chosen variable grouping

strategy can have a strong influence on the optimization process of CCEAs, and has become

its own research area [85, 140]. In this dissertation we aim to explore different aspects of

CCEAs in the context of Large-Scale MOO and MaOO through empirical analysis.

1.1 Motivation

Industrial problems, such as engineering design, economics, and electricity distribution,

have been at the forefront of multi-objective optimization (MOO) research since it manifested

itself as a research field of interest in the 80s [32]. However, since then, many more real world

applications have entered the realm of multi-objective optimization. This includes medical

decision making, land use planning, and supply chain management [136]. Furthermore, with

the increase in computational power and the prevalence of computers in every day life, the

dimensionality of the problems as well as the amount of available data keeps growing. This

increase in data can mean an increase in decision variables to be solved, resulting in large

scale optimization (LSO) problems. Population-based algorithms have become the primary

way MOO and LSO problems are solved [32, 170]. Current research has been focusing on

developing new multi-objective evolutionary algorithms (MOEAs) and applying them to

specific problems, such as autonomous vehicle navigation and city planning [24, 27].

When looking at LSO from the perspective of single-objective optimization, a common

approach, when using population-based algorithms, is to decompose the problem into smaller
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groups that are then optimized separately and combined to find the final solution [170].

Such approaches are widely known as co-operative co-evolutionary algorithms (CCEA) [117].

Research has indicated that the decomposition strategy is vital in the performance of the

algorithm for continuous optimization. A popular approach for problem decomposition is to

apply random grouping, which dynamically assigns variables to a random group of fixed size

at each iteration [169]. This results in groups of equal size and an equal division of variables

into the subpopulations, which may not be the most effective representation for a given

problem. A popular alternative to random grouping that alleviates the equal splitting of

variables is known as variable interaction learning. In this case, variables are determined to

be interacting by calculating interaction effects (e.g., by using derivatives) and variables that

are found to be interacting are then grouped together. Based on these interactions, problems

can be categorized depending on the level of separability of the interaction. If none of the

variables interact, a problem is fully separable. Conversely, if interaction is found between

all variable pairs, this is a fully non-separable problem. Lastly, if some variables are found

to be interacting, but others are not, this is known as partial separability.

One of the most popular approaches to perform variable decomposition is known as

Differential Grouping (DG), which uses the derivative of a function to determine interaction

between variables [107]. This results in disjoint subpopulations, which indicates DG may

not be capable of accurately representing problems with indirect variable interactions , i.e.,

variables that are not interacting directly, but that have a third, shared variable they

each interact with [140]. If a variable is only optimized in relation to the variables it

directly interacts with, the influence of indirect interactions may not be taken into account.

This is not a problem if the representation of the problem is an accurate depiction of the

corresponding variable interaction; however, if the grouping is not accurate, this could result

in a lack of exploration of the solution space [132]. To this end, the Factored Evolutionary

Algorithm (FEA) was introduced, which includes overlap in the subpopulations, meaning a
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single variable can belong to more than one group [138].

DG inspired many extensions [91, 109, 141]; however, limited research has been

performed on which grouping approach is useful in which scenarios. Even though there

has been research looking at the effectiveness of grouping strategies on different functions, it

is as of yet unclear how important the accuracy of variable interaction representation actually

is. For example, if an overlapping architecture ensures that all variables are connected, is

this sufficient to explore the feasible solution space? And what type of functions benefit

from which decomposition approach? Even though the variable decomposition approach is

widespread in LSO, comparatively, it has seen limited research in the field of MOO [145].

How does variable grouping affect large-scale multi-objective optimization? Could adding

overlap to subcomponents improve MOO results? When is a decomposition approach the

right choice?

There has been a lot of work done to apply evolutionary algorithms to MOO and LSO

problems. There have been several surveys on different aspects of these issues [97, 114, 145].

While some of them focus on specific subproblems in the field of MOO, others try to create

a more comprehensive overview. However, these surveys generally agree that as the number

of objectives increases (resulting in Many-Objective Optimization), appropriate exploration

of the objective space becomes more difficult. If we consider the added difficulty of having

multiple objectives on top of dealing with a large decision space, applying a decomposition

strategy has two important benefits: the ability to apply distributed computing and an

improved exploration of the subspaces [132]. Furthermore, the objective space suffers from

the curse of dimensionality: as the number of objectives increases, the number of non-

dominated solutions increases exponentially [70]. This can result in solution sets with

thousands of solutions, which are nigh impossible for a human end-user to process. To

help the end-user make an informed decision, there are two common approaches: using

reference directions to guide the algorithm’s search early on [34] or reduce the solution-
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set post-optimization [142]. However, both of these approaches require knowledge of the

problem, either to define the appropriate reference directions or to choose the appropriate

reduction algorithm to apply. Therefore, we propose a new post-optimization solution set

reduction technique that does not require such knowledge.

Lastly, we apply these concepts to fertilizer prescription optimization in the field of

Precision Agriculture (PA) and evaluate the effectiveness of the different algorithms in this

real-world setting. PA is a subfield of agricultural research that uses different technologies to

help improve crop and livestock management while increasing sustainability practices. More

specifically, we investigate site-specific farming using variable rate application technology.

This means that the field is divided into smaller plots and different rates of inputs (e.g.,

fertilizer, herbicide, seeding) are prescribed and applied to these smaller plots to optimize

yield. There are two different types of prescriptions: experimental and optimal prescriptions.

Experimental prescriptions are intended to gather data on a specific field, and this data can

then be used to create optimized fertilizer prescriptions. PA research has found that site-

specific optimization is beneficial for farming profit [79], but yield is not the only variable

to be taken into account when creating these prescriptions. Furthermore, agriculture is

the primary source of nitrogen pollution, due to the use of nitrogen as crop fertilizer and

the presence of nitrogen in animal manure [30]. We aim to address this environmental

issue by including fertilizer minimization as an objective when creating fertilizer prescription

maps. Additionally, we also wish to minimize rate jumps between consecutive cells to reduce

wear and tear on machinery, effectively reducing waste. All of these different problems and

objectives makes it a prime candidate for applying a MOO approach, and allows us to show

that environmental concerns can be addressed using MOO.
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1.2 Research Questions

We recap the core research questions of the thesis; chapters will provide more details

on the research performed.

1. Many-objective optimization

• How does the use of overlapping subpopulations in co-operative co-evolutionary

methods affect Many-Objective Optimization?

• How can we reduce large non-dominated solution sets to a more manageable size

for the end-user?

2. Influence of different grouping methods on optimization

• How do different grouping strategies influence optimization?

• In which situations is a variable-decomposition approach the appropriate choice

(e.g., number of objectives, size of the problem, nature of the problem)?

3. Real world applications

• How do we apply different MOO techniques to the real-world problem of creating

fertilizer prescription maps?

• How does adding in environmental concerns, such as nitrogen seeping into the

soil and thus the waterways, affect the optimization of the fertilizer prescription

maps?

1.3 Contributions

The contributions of our work to the field of evolutionary computation and multi-

objective optimization are as follows:
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• We introduce the Multi-Objective Factored Evolutionary Algorithm (MOFEA). MOFEA

is a co-operative co-evolutionary approach to multi-objective optimization that not only

allows for distinct subpopulations, but includes the use of overlapping subpopulations.

When defining MOFEA, we enable the use of co-operative co-evolutionary MOEAs as

a part of the general framework. In other words, using distinct subpopulations does

not impact MOFEA. Furthermore, we show how the proposed framework is applicable

to any MOEA by applying it to three popular MOEAs.

• We apply MOFEA to the classic multi-objective knapsack (MOKS) problem and find

that using overlapping subpopulations improves results as compared to NSGA2 and

CC-NSGA2. We also propose a different MOKS problem that maximizes profit while

minimizing weight, volume, and the difference in weight/volume of the items in the

knapsack. This problem was found to be more difficult to solve than the classic

problem. We apply the same algorithms and once again find that overlap is beneficial

for the optimization process. These experiments show the benefit of using overlapping

subpopulations in MOO through empirical analysis.

• We study different factor architectures for large-scale continuous optimization prob-

lems. More specifically, we extend DG to create overlapping groups and we create a

random grouping approach that uses a tree-graph to create connected groups through

overlap. We confirm the benefit of using overlapping subpopulations with single-

objective optimization, and we also find that identifying variable interaction may not

be necessary when creating overlapping groups, as long as the overlap connects all the

variables.

• Based on the results for LSO and the benefit found by applying MOFEA to the

MO-KS, we examine variable grouping for continuous LSMOO to gain deeper insight

into the effects of variable grouping. In our empirical analysis, we find that overlap
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often improves results compared to the single population MOEAs and CCMOEAs.

Furthermore, we notice certain function-specific trends that can help future research

identify the right approach to use for problems with specific characteristics.

• We also propose using MOFEA to solve the following problem posed by Li et al.

[85]: they found that when applying DG along different objectives, different groups

were created for each objective, thus creating groups that contain the same variables.

The authors note that no appropriate solution to this problem had been proposed.

The capability of using overlapping subpopulations in MOFEA directly addresses this

issue.

• During our variable grouping experiments for LSMOO, we found that the non-

dominated solution set can contain thousands of solutions as the number of objectives

increases to five and ten. Because of this, we propose a novel approach to help reduce

the solution set size. The Objective Archive Management (OAM) strategy provides a

multi-faceted approach to solution set reduction.

• Finally, we show the benefit of the MOFEA framework in a real-world application

by including environmental objectives when creating fertilizer prescription maps. We

use MOO to help mitigate negative environmental impacts of fertilizer application in

agriculture. This furthers the field of multi-objective optimization by showing, through

empirical analysis, that MOO approaches have real-world benefit.

1.4 Organization

The remainder of this dissertation is organized as follows. We start by giving

fundamental background information on the fields of multi- and many-objective optimization,

multi-objective combinatorial optimization, and co-operative co-evolutionary algorithms

in Chapter 2. Chapter 3 introduces the multi-objective factored evolutionary algorithm
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(MOFEA), a framework for co-operative co-evolution in multi-objective optimization that

allows for overlapping subpopulations. Chapter 4 explores the effects of variable grouping

in large-scale optimization, while Chapter 5 looks at variable decomposition for multi- and

many-objective optimization problems. Chapter 6 addresses the issue of large non-dominated

solution sets in many-objective optimization through the Objective Archive Management

strategy. Lastly, we apply MOFEA to generate fertilizer prescription maps in Precision

Agriculture (Chapter 7) before summarizing our main contributions and proposing future

work in Chapter 8.
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CHAPTER TWO

BACKGROUND

This chapter lays out the foundational work and concepts that are used in this

dissertation. We start by exploring basic definitions used in large-scale and multi-objective

optimization as well as popular approaches and common evaluation metrics. We then

move on to many-objective optimization and multi-objective combinatorial optimization.

Lastly, we provide background information on the co-operative co-evolutionary and factored

evolutionary algorithms.

2.1 Population-Based Algorithms

Before diving into multi-objective optimization (MOO) and its specific algorithms,

we describe three commonly used population-based algorithms: Genetic Algorithm [62],

Differential Evolution (DE) [137], and Particle Swarm Optimization [41]. Several years

after the introduction of DE in 1997, there was a boom in the creation of novel nature-

inspired meta-heuristic algorithms [103, 168, 180]. However, most research still uses classic

approaches to solve different problems, where the above three algorithms are currently the

most commonly used population-based approaches (based on their impact score) [45].

2.1.1 Genetic Algorithm

The Genetic Algorithm (GA) is motivated by the concept of “survival of the fittest”

[62]. The GA is a form of stochastic search, in that it uses randomness to explore the search

space. A population of candidate solutions is initialized and subsequently modified using

selection, crossover, and mutation operators to create offspring, which can then replace all

or part of the population. This general flow can be seen in Figure 2.1.
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The population consists of a set of chromosomes, each representing a possible solution,

and a chromosome consists of genes, which represent variables or sets of variables, where the

actual values of the variables are known as alleles. The simplest form of representation for

genes in chromosomes is a bit string, but a gene can also be represented by integers, real

numbers, permutations, trees, etc. A chromosome, or solution, is evaluated by calculating

its fitness. Once the fitness for each solution has been calculated, the selection of parents for

offspring production is performed. There are different parent selection procedures available,

but generally, fitter individuals are preferred to be parents. The selected parents can then be

recombined via crossover to create two new candidate solutions. A simple implementation

of crossover, known as one-point crossover, picks a random point in the chromosome and

combines the first part of the first parent with the second part of the second part and vice

versa. The second operator, mutation, only adjusts a small part of the chromosome to help

introduce diversity into the population. It randomly decides which genes of a chromosome

to change; the exact implementation of different mutation operators depends on the variable

representation. Both of these genetic operators are performed based on an operator rate,

determined by the user as a parameter.

2.1.2 Differential Evolution

DE is a simple parallel direct search method that also uses mutation and crossover

operations but in a different way than the GA [137]. A population of vectors is initialized

randomly across the entire decision space using a uniform probability distribution. For each

vector in the population, where the chosen vector is called the target vector Xt, the following

process takes place. DE performs mutation by adding the weighted difference between two

randomly chosen vectors, Xa and Xb to a third randomly chosen vector Xc (Xa ̸= Xb ̸= Xc):

Xm = Xa + F · (Xb −Xc), (2.1)
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Figure 2.1: High-level flowchart of the genetic algorithm using one-point crossover and
randomized mutation.

where F is a user chosen scale factor. The resulting mutated vector Xm is then combined

with the target vector Xt through crossover to create the trial vector Xr. DE sometimes

refers to this procedure as parameter mixing. Crossover chooses certain values of each vector

to switch, or cross over, between the two vectors, thus resulting in two new vectors. However,

in DE only the altered trial vector is kept as offspring. After mutation and crossover are

performed, selection decides whether the new trial vector is to be kept. Its fitness is compared

to the target vector’s to determine whether or not it should replace the target vector. This

entire process can be seen in Figure 2.2.

2.1.3 Particle Swarm Optimization

Particle Swarm Optimization (PSO) is based on the social behavior of flocking birds

[41]. Here, solutions are called particles, which belong to a swarm and whose state is updated

using velocity vectors. A particle is updated using the following general equation:

xi(t+ 1) = xi(t) + vi(t+ 1),
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Figure 2.2: Differential Evolution [112].

where vi(t + 1) refers to the velocity at timestep t + 1 and xi(t) is the particle’s current

position. This velocity vector is dependent on the fitness of previous states of the particles,

effectively guiding them to the “fittest solution.” The global best velocity implementation of

PSO is calculated as follows:

vi(t+ 1) = ωvi(t) + c1r1(xpbest − xi(t)) + c2r2(xgbest − xi(t)), (2.2)

where ω is the inertia weight, which was introduced to adjust how much influence the previous

velocity has on the velocity in the next time step. Parameters c1 and c2 are the cognitive

and social acceleration coefficients respectively, and r1 and r2 are randomly generated values
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Figure 2.3: Particle xi velocity (vi) update process using local (pi) and global (pg) best at
iteration t to find the particle position at iteration t+ 1 [155].

between 0 and 1. These values determine the influence of the local (xpbest) and global (xgbest)

best positions on the current particle’s velocity. The initial particle population, or swarm, is

initialized randomly across the search space. The position of each particle is then updated

based on the previously mentioned velocity vector (Figure 2.3).

To control stability and deter a particle from rapid acceleration, velocity clamping or

constriction is implemented. Velocity clamping can be used to limit the potential velocity of

a particle by assigning a minimum and maximum value. The previously mentioned inertia

weight also adjusts the particle velocity. Lastly, constriction uses a coefficient to adjust

the entire velocity equation. These strategies limit the scope of the search and balance

exploration and exploitation in the search process.
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2.2 Multi-Objective Optimization

Multi-Objective Optimization is the process of optimizing multiple objectives simulta-

neously [70]. Formally, without loss of generality, assume we wish to minimize M objectives.

Then MOO consists of solving

min
x∈X

f(x) = {f1(x), f2(x), . . . , fM(x)}

with M ≥ 2 objective functions fi : Rn → R that have conflicting goals, fi ∈ FM where

FM represents the objective space, and x = [x1, x2, . . . , xn]
⊤ denotes the decision variables,

where X ∈ Rn is the solution space.

Like any optimization problem, MOO problems can be subject to constraints. The

general constrained MOO can then be defined as follows:

min
x∈X

f(x) = {f1(x), f2(x), . . . , fM(x)}

s.t. gj(x) ≤ 0, j = 1, . . . , J,

hm(x) = 0,m = 1, . . . ,M,

xL
i ≤ xi ≤ xU

i , i = 1, . . . , N.

Many MOEA’s are able to handle constraints without needing to be adjusted for said

constraints [6, 175]. On top of this general capability, several frameworks have been proposed

to handle constrained MOO with any MOEA as the base algorithm [73, 119].

2.2.1 Classic Approaches

A simple approach to solving MOO problems is to transform the multiple objectives

into a single objective [33]. As a result, single-objective methods can be applied directly.

Two common approaches are weighted sum and the ϵ-constraint method, where the former
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transforms the problem through aggregation and the latter transforms all objectives except

one into constraints. The weighted sum approach assigns weights to each objective function,

where the weights sum to 1. For example, if there are three objective functions (M = 3)

f1(x1, x2), f2(x1, x2), and f3(x1, x2), these can be combined into a single objective as follows,

f(x1, x2) = α1f1(x1, x2) + α2f2(x1, x2) + α3f3(x1, x2),

where,
∑3

i=1 αi = 1. The simplicity of the weighted sum method makes it a popular choice;

however, it may not be the best approach for more complex methods. The ϵ-constraint

method is more robust. The general strategy is to take one objective while adding limits,

defined by ϵ, to the other objectives. The downside of the ϵ-constraint method (as well

as the weighted sum) is that there is no guarantee to find a uniformly distributed set of

solutions across the different objectives. It is also difficult to determine the optimal ϵ values;

this usually requires prior knowledge or extensive tuning. Plus, in order to obtain a set of

solutions using the weighted sum or ϵ-constraint methods, the algorithms need to be run

several times with different settings.

2.2.2 Pareto Optimization

When exploring algorithms that are generalized for any MOO problem, a trend has

emerged that favors Pareto-based solutions [145, 153, 171]. This means tracking the Pareto

front of possible solutions along the different dimensions in the solution space [135]. Pareto

dominance and Pareto optimality are then used to determine solution quality. Some of the

core concepts dealing with Pareto fronts are defined as follows.

Definition 1 (Pareto-Dominance) Assuming minimization, a point x∗ ∈ X dominates

another point x ∈ X (x∗ ≻ x) if ∀fi ∈ FM , ∀x ∈ X ,x ̸= x∗, fi(x
∗) ≤ fi(x), and ∃fj ∈

FM , fj(x
∗) < fj(x).
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It then follows that x∗ is said to be non-dominated or Pareto optimal if no other feasible

solution dominates it. The implication of this definition is that, when improving an objective

component of an “optimal” solution, at least one other component will be degraded.

Definition 2 (Pareto Optimal Set) The Pareto optimal set (PS∗) is the set of non-

dominated solutions with respect to the solution space X .

Definition 3 (Pareto Optimal Front) The Pareto optimal front (PF ∗) is the set of

points mapped from the Pareto optimal set onto the objective space FM to form the boundary

of the set of non-dominated solutions.

MOO-focused algorithms that use Pareto techniques search for the Pareto optimal front;

the resulting Pareto front is called the approximate Pareto front.

2.2.3 Evaluation Metrics

How do we measure the quality of the solution set found by different MOO algorithms?

In general, MOO metrics can be categorized in two ways: 1) by looking at which aspects of

a solution set the metric is addressing, or 2) by how many solution sets a metric evaluates,

i.e., does it look at a single solution set (unary) or does it compare two solution sets (binary)

[122]. In the first category, there are three aspects of a solution set that can be evaluated:

• Cardinality: Number of proposed solutions.

• Accuracy: How close the approximation solution set is to the actual Pareto optimal

front.

• Diversity: Distribution (relative distance) and spread (range of values) of the solution

set.

A survey by Riquelme et al. found the following six metrics to be the most commonly

used across MOO articles published from 2005-2013 [122]. We list the six metrics with
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information on the two categories of evaluation: first, whether it is a unary or binary metric,

and second, which aspects of a solution the metric investigates.

1. Hypervolume (HV ): Unary, cardinality, accuracy, diversity

2. Generational Distance (GD): Unary, accuracy

3. Inverse Generational Distance (IGD): Unary, accuracy, diversity

4. ∆-indicator: Unary, diversity

5. Epsilon family (ϵ): Binary, cardinality, accuracy, diversity

6. Coverage (C): Binary, cardinality, accuracy, and diversity

By far the most popular metric is the HV indicator. Its popularity is likely because

it is the only unary metric that explores all three aspects of the given solution set. Given

M objectives, a set of points X ∈ RM , representing the approximate Pareto front, and a

reference point r ∈ RM , the HV of X is the measure of the region dominated by X and

bound by r [11]. This is in contrast to measures such as Generational Distance or Inverse

Generational Distance, which require the true Pareto Front to be known. Since we do not

necessarily know the true Pareto Front when dealing with real-world problems, the HV is a

natural choice to gain insight in the size of the covered objective space [183]. The biggest

downside to HV is its computational cost; to address this issue a recursive strategy to

calculate HV was introduced, known as the Walking Fish Group (WFG) HV [157]. For k

points in the Pareto front X, let

HV (X) =
k∑

i=1

ExcHyp(pi, {pi+1, . . . , pk})
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where ExcHyp(pS) is called the “exclusive hypervolume” and is defined as

ExcHyp(p,S) = HV (S ∪ {p})−HV (S).

GD and IGD are unary in the sense that they only look at one approximation set;

however, both metrics require knowledge of the Pareto optimal front, or a reference set

as a substitute [68]. GD considers the average distance between the members of the

approximation set X = {x1, x2, . . . , x|X|} and their closest solutions in the optimal front

or reference front R = {r1, r2, . . . , r|R|}:

GD(X) =
1

|X|

 |X|∑
i=1

dpi

1/p

,

where di is the distance from xi to the nearest reference point in R, and p is an integer

parameter, often set to p = 1. If p = 2, the Euclidean distance is used as the distance

metric. IGD looks at the minimum distance from the approximate set to all solutions in the

optimal front:

IGD(X) =
1

|R|

 |R|∑
j=1

d̂pj

1/p

,

where d̂j is the distance from rj to the nearest objective vector in X.

The last of the unary metrics is the spread indicator S, which is defined as follows [69]:

S =
M∑
i=1

[
max
x∈X
{fi(x)} −min

x∈X
{fi(x)}

]
.

Thus S corresponds to the sum of the width for each objective, indicating how wide the

solutions are spread across the objective space, i.e., a measure of distance instead of volume.

There are two metrics that compare two Pareto front approximations directly: the ϵ
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and the coverage metric. Calculating ϵ gives a factor by which one approximation set X′ is

worse than another X′′ considering all objectives. If trying to minimize a problem with k

objectives, an objective vector x′ ∈ X′ ϵ-dominates another objective vector x′′ ∈ X′′ if and

only if

∀i ≤M : x′
i ≤ ϵ · x′′

i ,

where ϵ > 0 [182]. By this definition, Iϵ( X′, X′′) determines the minimum value of ϵ by

which each objective vector in X′′ is ϵ-dominated by at least one objective vector in X′.

The coverage C of two fronts, denoted as X′ and X′′, can be calculated as follows [184]:

C(X′,X′′) =
|{x′ ∈ X′ : ∃x′′ ∈ X′′ : x′′ ⪰ x′}|

|X′|
.

This returns a value between 0 and 1, where 0 indicates that no solutions inX′ are dominated

by or equal to any solutions in X′′, and 1 indicating that all solutions in X′ are dominated

by X′′ . Since the reverse is not a symmetric measure, the metric is calculated for both

combinations: C(X′,X′′) and C(X′′,X′).

2.2.4 Pareto-Based Approaches

The idea of using Pareto-optimal solutions to find a non-dominated solution set has

been growing in popularity, and several different algorithms have been proposed. Generally

viewed as the first MOEA, the Vector Evaluated Genetic Algorithm (VEGA) was introduced

by Schaffer in 1984 [128]. It evaluates solutions for a single objective at a time, which leads

to locally non-dominated solution for each objective. However, evaluating solutions in this

way ignores non-dominated solutions that are not optimal for any of the objectives [1]. Since

then, approaches that better explore the objective space have been proposed. In general,

four different types of algorithms are distinguished: Pareto-based sorting, indicator based

sorting, decomposition-based approaches, and reference direction-based exploration. Each
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of these approaches have at least one popular algorithm that has been shown to work well

on different types of problems.

2.2.4.1 Pareto-Based Sorting Pareto-based sorting algorithms order individuals based

on Pareto dominance; this ordering is algorithm dependent. There are two popular

algorithms that perform such an ordering: Strength Pareto Evolutionary Algorithm (SPEA)

[183] and Non-Dominated Sorting Genetic Algorithm (NSGA) [135]. Originally, SPEA

used a population Pt and an archive of non-dominated solutions P ′
t , where t indicates the

generation; each member i in the population is assigned a strength value Si based on the

number of population members that are dominated by or equal to the individual, divided

by the population size plus one [187]. This strength value also serves as the fitness value

for archive members. Each population member is then assigned a fitness Fi by summing

over the strength values of the archive members that dominate the individual, plus one.

However, this means that individuals in the population that are dominated by the same

archive members, have the exact same fitness. To address this issue, SPEA was adjusted in

2001 to create SPEA2 [185].

In SPEA2, the strength value is adjusted to include both the archive and the population

and is based on how many solutions an individual dominates across these two solutions sets:

Si =
|{j|j ∈ Pt ∪ P ′

t ∧ i ≻ j}|
|Pt|+ 1

.

The “raw” fitness value Ri sums over its dominators’ strength values in the archive and

general population:

Ri = 1 +
∑

j∈Pt∪P ′
t ,j≻i

Sj.

In addition to this adjusted strength value, density information is included based on the

k-nearest neighbors to distinguish between individuals with the same raw fitness value. The
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k-th element’s distance is represented by σk
i , and k =

√
|Pt|+ |P ′

t |. An individual’s density

Di is then calculated as follows:

Di =
1

σk
i + 2

.

The final fitness value is then calculated as Fi = Ri +Di.

Furthermore, the non-dominated archive now has a fixed size. This means three different

scenarios can occur based on the number of non-dominated solutions. Either the number

of non-dominated solutions is exactly the size of the archive, the number is smaller, or the

number is larger. If it is smaller, the archive is filled out with dominated solutions based

on their fitness value. If the archive needs to be truncated this is done through an iterative

process based on the distance between individuals, removing the individuals with the smallest

distances.

The concept of Non-Dominated Sorting was introduced by Srinivas et al. in 1994 [135],

and improved in 2002 by Deb et al. to create the Non-Dominated Sorting Genetic Algorithm

II (NSGA2) [36]. NSGA2 is an elitist GA that uses a crowding distance measure to maintain

diversity in the next generation. Figure 2.4 shows how the population is sorted to perform

selection for the next generation. The parent population Pt and the offspring population Qt

are combined into one population Rt = Pt ∪ Qt. Rt is sorted based on the non-domination

principle, and individuals are assigned to different solution sets Fj based on how good the

solution is. If an entire set of solutions is larger than the remaining slots for the next

population, a second elimination is performed for that set based on crowding distance. In

Figure 2.4, this is shown for the third solution set F3. The crowding distance is calculated

for each individual in F3, and the solutions with the largest crowding distance are chosen for

the next generation. The crowding distance measure for an individual CDi is based on the

cardinality of the solution set and its distance to the solution boundary, where a boundary
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Figure 2.4: NSGA2 selection procedure [36].

solution is defined as having the highest (Fmax
j ) and lowest (Fmin

j ) objective values.

CDi =

|Fj |∑
n=1,n̸=i

||F i
j − F n

j ||
Fmax
j − Fmin

j

Boundary solutions’ crowding distance is set to infinity so they will always be selected.

Lastly, Particle Swarm Optimization (PSO) was adjusted to the multi-objective case

to create multi-objective PSO (MOPSO) [23]. The algorithm starts by initializing a

population in the same way regular PSO does but evaluates each particle based on the

multiple objectives. The non-dominated solutions from the initial population are put into an

archive. After the position evaluation, hypercubes representing the explored search space are

created. The particles are then located within these hypercubes to define particle coordinates

according to the values of the objective functions. Then, the algorithm iterates through

velocity updates, and positional adjustments. A particle’s velocity is updated using Equation

2.2, except that the global best is replaced by a particle from the non-dominated repository.

The repository particle is chosen in the following way. Each hypercube is evaluated by

counting the number of particles it contains. Hypercubes with more than one particle get a
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fitness value by dividing a chosen value z by the number of particles the hypercube contains.

Roulette-wheel selection based on these fitness values selects the hypercube from which

a random particle is selected. These particle update steps are repeated until a stopping

criterion is met.

2.2.4.2 Indicator Based Search In this type of algorithm, an MOO evaluation measure

is used to sort individuals. The hypervolume-based algorithm Hypervolume Estimation

Algorithm for Multi-objective Optimization (HypE) is the most broadly used example of

this type of algorithm [4]. The idea is to use the HV indicator to guide the search through

selection of the population (mating selection) and of the archive (environmental selection)

by assigning hypervolume-based fitness values.

HypE slices the solution space recursively into hyperrectangles to determine which

solutions are non-dominated. The number of recursions is decided by the number of

objectives. For each objective, the solutions are ordered by their fitness value for the

objective at hand and the space is sliced according to the objective axis. Within this

hyperrectangle subspace, solutions are filtered out based on their dominance levels, and

slicing is performed along the next objective axis, until each objective has been processed.

Once recursion is finished, the HV is calculated for the filtered solutions. However, the HV

calculations themselves are still expensive, so the authors propose a Monte Carlo simulation

to approximate the HV value for problems with more than three objectives. This is done by

defining a sampling space from which a set number of objective vectors are sampled uniformly

at random. For each partition, the number of samples that lie within it are counted and

this number is multiplied by the volume of a sampling box. The authors define the sampling

box as the axis-aligned minimum bounding box containing the previously defined subspaces.

The resulting HV -based fitness values are then used to select parents for mating as well as

to select the next population of individuals.
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2.2.4.3 Decomposition-based Approaches Zhang proposed the first multi-objective

evolutionary algorithm based on decomposition (MOEA/D). MOEA/D uses a set of weight

vectors to guide the search by decomposing the MOO problem into several scalar optimization

subproblems [175]. The algorithm was created such that any problem decomposition

approach can be applied, e.g., weighted sum (Section 2.2.1), Chebyshev, or Boundary

Intersection (BI). Chebyshev scalarization uses the following approach:

min gch(x|λ, z∗) = max
1≤i≤M

{λi|fi(x)− z∗i |}, (2.3)

where λ is a weight vector, x are the variables to be optimized, and z∗ is a reference point

[175]. Each optimal solution for Equation 2.3 is a Pareto optimal solution for the original

objective functions. The weight vector λ can then be optimized in lieu of the variables xx,

since there exists a weight vector λ that optimizes Equation 2.3 for each Pareto optimal

point x∗. MOEA/D initializes N uniformly spread weight vectors λ1 . . . λN . Each weight

vector λi has a neighborhood of its closest weight vectors, measured using Euclidean distance.

Chebeshev scalarization does not create a smooth aggregation function for continuous MOO

problems. To alleviate this issue, several different BI approaches have been proposed. BI

approaches try to find intersection points of the top-most boundary and a set of lines; i.e., if

the set of lines is spread evenly, the intersection points should provide a good approximation

to the total Pareto front. BI uses an equality constraint z∗ − f(x) = dλ which ensures that

the objectives f(x) fall within the attainable objective set while still pushing f(x) to the

boundary of said objective set (Figure 2.5). Zhang et al. added a penalty factor θ to handle

this equality constraint, thus creating Penalty-based Boundary Intersection (PBI).

Each generation of MOEA/D performs the following steps. For each weight vector

λi (representing a scalarized subproblem), two parents are chosen randomly from its

neighborhood to mate, after which mutation is performed. Then, the resulting solution
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Figure 2.5: Boundary intersection approach [175].

is repaired if necessary based on problem-specific heuristics. The fitness values of the

resulting offspring are compared to the currently saved fitness values, and if the fitness for

any objective is better, the saved fitness value is replaced. The variable values (corresponding

to the replaced fitness values) are then used to update the neighboring solutions. The found

solutions for each subproblem are added to the non-dominated archive if it is not dominated

by any other members of the archive.

2.2.4.4 Reference Direction Based Approaches Similar to MOEA/D, NSGA3 is an

extension of NSGA2 that uses reference directions to guide the search through the objective

space. However, weight vectors are now used to guide the search as opposed to transforming

the objectives. This approach was created to better handle many-objective optimization

problems [34] (see Section 2.3). In NSGA3, predefined reference points are specified, i.e.,

weight vectors, where points corresponding to these reference points become the focus of

the algorithm. More specifically, NSGA3 replaces the crowding distance calculation of

NSGA2 with these reference points. The idea of non-domination levels is still applied as
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Figure 2.6: Example of a normalized reference plane for a three-objective function with four
divisions (p = 4) using Das-Dennis [29] on each axis and the resulting 15 reference points
[34].

the first step; however, the selection of points from the lowest included non-domination level

is now based on reference points, which are placed on a normalized hyperplane. The most

common approach to create these reference directions is called the Das-Dennis approach,

a normal-boundary intersection approach that places uniformly spread reference points on

a normalized hyperplane based on a pre-defined number of partitions p [29]. If there are

M objectives, the hyperplane represents an M − 1-dimensional unit simplex. The number

of reference points H depends on the number of divisions p for each objective axis, where

H =
(
M+p−1

p

)
(Figure 2.6).

The resulting reference points are used to associate population members. Figure 2.7

shows the association process. A reference line is drawn from the origin to a reference point

(indicated by the dotted lines); the reference line is then used to calculate the distance to the

solution points, as shown by the solid lines drawn from the solution points to the reference

line. These distances determine which solutions are associated with which reference points,

which can then be used to make the selection of which solutions should be included in the

next generation.

The selection procedure uses a niche-preservation operation. For each reference point,
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Figure 2.7: Association of reference points to population members [34].

the number of new population members associated with it are counted. The reference point

with the lowest count is identified. If this count is zero, the solutions in the last non-

domination front are checked to see if some are associated with this reference point, and

the closest one is added to the new population. If there are no associated solutions, the

reference point is taken out of consideration for the current generation. If there is at least

one solution already associated with the lowest-count reference point, a randomly associated

solution from the last front is chosen to be added to the new population. The niche count

for the reference point is updated, and the procedure is repeated until all empty solution

slots in the new population are filled. Once the population has been filled, the algorithm

proceeds as a normal evolutionary algorithm (EA), by performing crossover and mutation.

2.2.5 MOO Benchmark Problems

In MOO, several benchmark problems have been established by different research

groups, each with different characteristics. Table 2.1 gives an overview of some of the most

commonly used multi-objective continuous optimization problems, their notable features,

and which paper they were first introduced in. These functions are not scalable in the
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Name Features Papers

dMOP1 dynamic Goh and Tan [54]

dMOP2 dynamic Goh and Tan [54]

dMOP3 dynamic Goh and Tan [54]

FDA1 dynamic Farina, Deb, and Amato [47]

FON severe parameter interaction, disconnected Van Veldhuizen [152]

KUR severe parameter interaction, disconnected Van Veldhuizen [152]

ZDT test suite 2-objective Zitzler, Deb, and Thiele [184]

Table 2.1: List of multi-objective optimization benchmark functions in alphabetical order
with the corresponding papers they were used in and their most notable features.

objective space. Our research aims to investigate the effects of many-objective spaces,

therefore we do not use these benchmark functions.

2.3 Many-Objective Optimization

Generally, problems with more than three objectives are referred to as many-objective

optimization (MaOO) problems [5]. This distinction is made, since problems with over three

objectives seem to increase in difficulty rapidly as the objectives keep growing, requiring

more sophisticated methods [67]. Such problems are becoming more prominent in real-world

applications; for example, search-based software engineering [120], hybrid car control [106],

and automotive engine calibration [95].

2.3.1 Identified Problem Areas

With an increase in competing objectives, the number of non-dominated solutions in

the Pareto front increases as well, complicating the search process and resulting in large

Pareto fronts. More specifically, the three main identified problems of interest are as follows
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[70]:

1. Convergence and diversity are compromised. An increase in objectives often means

that almost all solutions in a population are non-dominated, leading to a deterioration

in selection pressure and thus convergence.

2. The curse of dimensionality arises in the objective space. As the number of objectives

increases, the number of solutions required to approximate the Pareto front increases

exponentially.

3. With a large number of solutions, visualization of solutions becomes more difficult or

even impossible, as does making a final solution choice (from the perspective of the

end-user).

The first two problem areas have been addressed in many different ways, mostly focusing

on adjusting algorithms to increase diversity or by adjusting the selection procedure [84].

A commonly used approach is to adjust the Pareto dominance relationship, for example,

by increasing the dominance degree. In other words, a non-dominated solution will now

dominate more solutions than classic Pareto dominance [174]. Such approaches offer ways

to balance convergence and diversity as the objectives increase, but they do not address

the issue of large non-dominated solution sets for the end-user to inspect. Most of the

research focusing on helping the decision maker in their choice for a final solution focuses on

dimensionality reduction to aid in visualization [26] or by incorporating preferences directly

into the search processes [56, 86, 154].

2.3.2 Scalable MaOO Benchmark Problems

The benchmark problems presented here are scalable in terms of both the number of

variables and the number of objectives to be optimized, lending themselves well to MaOO

and LSMOO research. Table 2.2 gives an overview of two of the most commonly used
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many-objective continuous optimization benchmarks: the Deb, Thiele, Laumanns, & Zitzler

(DTLZ) functions and the Walking Fish Groups (WFG) functions. We summarize their

most important features and which paper they were first introduced in.

The following characteristics are used to describe each function:

1. Modality: Functions are multimodal when there are multiple local optima and

unimodal when there is a single global optimum. Different objectives in the same

function can have different modality.

2. Separability: Functions where all variables interact are non-separable, if there is no

interaction between variables, it is considered a separable problem. A question mark

indicates that the level of separability is unknown.

3. Bias: Functions where there is a large discrepancy between the distribution of solutions

in the search space and the distribution of solutions in the objective space [65].

4. Geometry: Shape of the Pareto optimal front, concave, convex, or linear (both concave

and convex); a front can also be disconnected or unknown (indicated through a question

mark).

The complete formulation of the DTLZ benchmark problems can be found in Appendix

A. The WFG benchmarks are made using the WFG toolkit, where a problem is defined

using a vector of parameters x, which are derived from a set of working parameters through

different transition vectors, as chosen by the user. These transition vectors are what add

complexity to each benchmark problem; Huband et al. [65] define two different types of

functions: shape functions and transformation functions. There are five different shape

functions: linear, convex, concave, mixed convex/concave, and disconnect; and there are

three types of transformations: bias, shift, and reduction.
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Name Features Paper

DTLZ1 separable, multimodal, linear Deb, et al.[38]

DTLZ2 separable, unimodal, concave Deb, et al.[38]

DTLZ3 separable, multimodal, concave Deb, et al.[38]

DTLZ4 separable, unimodal, concave, biased Deb, et al.[38]

DTLZ5 unknown separability, unimodal, unknown geometry Deb, et al.[38]

DTLZ6 unknown separability, unimodal, unknown geometry, biased Deb, et al.[38]

DTLZ7 multimodal, seperable, disconnected Deb, et al.[38]

WFG1 separable, unimodal, convex, biased Huband, et al. [65]

WFG2 non-separable, multimodal, disconnected Huband, et al. [65]

WFG3 non-separable, unimodal, linear Huband, et al. [65]

WFG4 separable, multimodal, concave Huband, et al. [65]

WFG5 separable, deceptive modality, concave Huband, et al. [65]

WFG6 non-separable, unimodal, concave Huband, et al. [65]

WFG7 separable, unimodal, concave, biased Huband, et al. [65]

WFG8 non-separable, unimodal, concave, biased Huband, et al. [65]

Table 2.2: List of multi-objective optimization benchmark functions in alphabetical order
with the corresponding papers they were used in and their most notable features.

2.4 Multi-Objective Combinatorial Optimization

Multi-Objective Combinatorial Optimization (MOCO) is a subdomain of MOO looking

at discrete variable spaces [25]. In the single-objective space, there are three popular

combinatorial optimization problems: traveling salesperson (TSP) [75], knapsack [123], and

quadratic assignment (QAP) [82]. Each of these problems can be transformed into different

real-world applications. In order to demonstrate their importance, we provide an example

of such a real-world problem for each of these benchmarks.



33

1. TSP is a representation of the order picking problem, which collects a set of products

in a warehouse in a minimum amount of time [111].

2. The knapsack problem can be translated to solve traffic congestion in telecommu-

nication, i.e., how we allocate available bandwidth to services which have different

characteristics and quality requirements [48].

3. Hospital layout planning is an example of the QAP, where specific locations in the

hospital are allocated to clinics by minimizing the total distance travelled by patients

[43].

However, the single-objective versions of these problems are limiting, since there may be

other relevant objectives to be taken into account, resulting in multi-objective combinatorial

optimization. For example, in the case of the order picking problem, reducing the cost of

the picking process could be another relevant objective [25]. Due to its broad real-world

applicability, MOCO has become a specific area of interest in the MOO community.

2.4.1 Problem Areas

Many single-objective combinatorial optimization problems, including the three prob-

lems discussed above, have been proven to be NP-hard [159]. But even with their NP-hard

nature, exact solutions can be found for these problems if certain criteria are met (e.g., size

limitations). The same does not hold true for the multi-objective instances. Due to its

discrete nature, a linear programming weighted sum approach will not be able to provide all

feasible solutions within the objective space for MOCO [42]. Since the classic weighted sum

approach is unable to provide a complete picture of efficient solutions even in lower objective

spaces, it becomes even more important to explore different avenues. As discussed in the

previous section, meta-heuristic approaches are a popular method to solve MOO problems.

There are two different general classes of meta-heuristic approaches: local search in the
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objective space and population-based search, where the population-based approach is more

common [7].

2.4.2 MOCO Benchmark Problems

In this section we define the three most common benchmark problems in MOCO [5]:

• Multi Objective Knapsack [67]

• Multi Objective Quadratic Assignment [77]

• Multi Objective Traveling Salesperson [94]

.

The Multi Objective Knapsack problem is defined as follows [67]

max f(x) = (f1(x), f2(x), . . . , fM(x))

s.t.
D∑
j=1

bijxj ≤ ci, i = 1, 2, . . . ,M

xj ∈ {0, 1}, j = 1, 2, . . . , D

where fi(x) =
∑D

j=1 aijxj, 1, 2, . . . ,M , x is a D-dimensional binary vector, bij represents the

weight of item j inside knapsack i, aij is the profit of item j inside knapsack i, and ci is the

capacity of knapsack i. This means that the multi-objective part of the problem is defined

as having M knapsacks across which D items need to be assigned according to capacity and

value.

Knowles and Corne [77] define the Multi Objective Quadratic Assignment Problem:

min
ck

(π) =
D∑
i=1

D∑
j=1

aijb
k
πiπj

, k = 1, 2, . . . ,M
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where D represents the number of facilities and aij is defined by an N × N matrix that

contains the distance between locations i and j. Matrix B = (B1, . . . , BM) indicates an

mQAP with M flows where Bo = (boij), and boij denotes the k-th flow matrix from facility i to

j. Lastly, π is the permutation of D facilities, and πi is the i-th element of π and represents

an objective function o ∈ {1, 2, . . . ,M}.

Lastly, the Multi Objective Traveling Salesperson problem [94] is defined as finding a

tour to minimize cost:

min
ck

(ρ) =
D−1∑
i=1

ckρ(i),ρ(i+1) + ckρ(D),ρ(1), k = 1, 2, . . . ,M

where D denotes the number of cities visited, cki,j represents the cost k for traveling from

city i to city j, and ρ is the cyclic permutation of cities, also defined as a tour.

2.5 Co-operative Co-evolutionary Algorithms

Co-evolutionary algorithms divide the population into subpopulations; these subpop-

ulations either can represent part of the solution, or they can represent the entire solution

space but only optimize a single objective, thus lending themselves well to solving MOO

problems. Two different types of co-evolution exist: competitive and cooperative. The

competitive model generally follows the biological predator-prey or host-parasite model [81].

The predator (or host) tries to improve itself to better attack its prey (or to conquer the

parasites). In turn, the prey (or parasites) evolve to better protect themselves against these

attacks. This is done to set up an evolutionary arms race such that both populations continue

to improve, rather than stagnating into a “mediocre stable state” [81].

Cooperative co-evolutionary algorithms (CCEAs) were initially introduced by Potter

and De Jong [117]. CCEAs are based on symbiotic relationships found in nature, where

different species live together and improve each others’ standard of life. To mimic this,
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a problem is divided into smaller components, each represented by a different population.

In this first version of CCEA, problems with n dimensions are decomposed into n one-

dimensional subproblems. These subpopulations are then evolved separately and recombined

after evolution to form a complete solution. An individual’s fitness is not only based on how

well it solves its own part of the problem; it also takes its ability to cooperate with other

solutions into account. This is done by injecting the subsolution’s variables into a global

solution and evaluating the fitness of this full solution.

2.6 Factored Evolutionary Algorithms

Classic CCEA only creates subpopulations that have disjoint sets of variables, i.e., there

is no overlap between subgroups (or factors). Haberman and Sheppard proposed including

overlap in subpopulations [58], which was then generalized by Strasser et al. to create

the Factored Evolutionary Algorithm (FEA), which has been shown to perform well on

combinatorial optimization problems such as NK-landscapes [138] and Bayesian network

abductive inference [50].

FEA initializes subpopulations based on a pre-defined factor architecture, where a

factor architecture represents the decomposition of the variables into subgroups. A global

solution representing all decision variables is initialized randomly. Then, the following three

steps are repeated until a stopping criterion is met: subpopulation optimization using the

base-algorithm, competition between overlapping subpopulations, and, finally, sharing of

the best sub-solutions. The compete step is executed to decide which variable values from

the overlapping population will be added to the global solution, where the current global

solution is used to evaluate the subpopulations. Evaluation of the subpopulation happens

by injecting the optimized partial solution into the global solution. The competition starts

by iterating over the function variables. Each subpopulation containing that variable is then

considered, where the relevant variable is substituted into the global solution and evaluated.



37

The subpopulation resulting in the best fitness for the global solution is saved. Once the

algorithm has iterated through the subpopulations for a specific variable, the global solution

is updated, and the process is repeated for the next variable.

Butcher et al. showed that the compete step in FEA can be considered as a form

of Pareto improvement [15]. In single population and disjoint subpopulation approaches,

the “hitchhiking” phenomenon is known to occur when trying to find the current best

solution. Hitchhiking refers to the scenario where the improved solution has a better fitness

score overall than the previous best, but in doing so, individual variables’ values could be

deteriorating. In terms of Pareto optimality, this means that one aspect is improving while

another declines, potentially negatively impacting the overall score and thus not achieving

Pareto improvement. The authors argued that when performing competition, each variable

is considered separately, and the global solution is only adjusted if the fitness score improves,

thus avoiding the hitchhiking pitfall and achieving a Pareto improvement. However, Pareto

improvements do not guarantee Pareto optimality, since Pareto optimality implies that there

are no more Pareto improvements to be made.

In the last step, the sharing function, the following are repeated for each subpopulation.

The variables Ri that are not included in the partial solution Si are set to be equal to those of

the global solution, i.e. Ri = G \ Si. The worst individual from the subpopulation is chosen

and its values are replaced by those found in the global solution. The worst individual’s

fitness is then reevaluated using these new values. These steps are repeated until a certain

number of FEA iterations have been completed or a convergence criterion is met.
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CHAPTER THREE

MULTI-OBJECTIVE FACTORED EVOLUTIONARY ALGORITHM

This chapter introduces the novel Multi-Objective Factored Evolutionary Algorithm

Framework (MOFEA), which is based on the ideas presented by Strasser et al. in FEA [138].

We apply the proposed framework with NSGA2 [36] and present results on two variations

of the multi-objective knapsack (MOKS) benchmark with 1000 variables and three and five

objectives.

3.1 Related Work and Motivation

Our MOO research focuses on improving exploration in high-dimensional objective and

variable spaces. We use the classic MOKS problem, as well as a more complex variation of

MOKS, to evaluate the effectiveness of our proposed framework. Since a large amount of

research has been performed to improve exploration in different types of multi- and many-

objective optimization [7, 97, 145], we focus our related work discussion on two aspects:

the use of co-operative co-evolution in MOO and research looking at the MOKS problem

specifically.

Before diving into these specific aspects, we would like to note that there has been work

done that includes the idea of Pareto optimality to improve single-population optimization,

inspired by the FEA algorithm [15]. The authors proposed altering the g-best strategy

of PSO through the idea of Pareto efficiency. Instead of selecting the best individual

from the population to represent the g-best solution, the g-best solution was constructed

variable by variable. This was accomplished as follows: for each variable, each solution

in the population’s value for that variable was injected into the current g-best, and the

value was only changed if the fitness score improved, thus achieving Pareto improvement.
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The resulting g-best solution is not an existing particle in the population, and was also

not injected back into the population. In this approach, the g-best solution served as a

communication mechanism to share information between the particles in the swarm, similar

to how information is shared in FEA.

3.1.1 Subpopulations in Multi-Objective Optimization

CCEA has been applied to MOO in several different studies, and the resulting

algorithms are called cooperative co-evolutionary multi-objective evolutionary algorithms

(CCMOEA) [100]. The first combination of the Multi-Objective Genetic Algorithm (MOGA)

[49] and CCEA [117] was presented by Keerativuttitumrong et al. [76]. They found that a

co-operative approach can have beneficial results for finding a well spread out Pareto front

when compared to the single population MOGA. This finding was confirmed in a follow-

up study, where CCEA was applied to four different base algorithms (MOGA, NSGA2, a

controlled elitist NSGA, and a niched Pareto genetic algorithm) and compared to single

population alternatives of each algorithm [100].

Another study had similar results when applying CCEA to a multi-objective particle

swarm optimizer (MO-PSO) [55]. Goh et al. found that their approach maintained

diversity while finding good approximations to the Pareto front, with the exception of

multi-modal problems. Dorronsoro et al. applied the co-operative co-evolutionary versions

of NSGA2, SPEA2, and the Multi-objective Cellular Genetic Algorithm (MOCGA) to

the combinatorial optimization problem of grid computing [39]. The authors found that

CC-SPEA2 outperformed CC-NSGA2 and CC-MOCGA as well as their single-population

alternatives. All of the above research confirms the benefit of using co-operative co-evolution

in MOO; however, groups generated for the CC methods are still disjoint, which could lead

to problems when dealing with partially separable functions.

A different subpopulation strategy used a one-on-one relationship between a subpopula-
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tion and scalarized objectives [175]. The multi-guide particle swarm optimization (MGPSO)

algorithm was introduced by Scheepers et al. which introduced objective decomposition into

MOPSO [129]. They created subswarms, where each subswarm optimizes a single objective.

They found their approach to be competitive with other MOEA’s and provided a theoretical

stability analysis of their algorithm.

Liang et al. also used the idea of evolving a single subpopulation for a single objective,

using the Chebycheff approach to decompose the multi-objective problem into m single-

objective problems [90]. An external archive was kept that keeps track of how the best

solutions for each subpopulation are performing on all objectives. This external archive

was then used to create offspring for all subpopulations, thus ensuring that solutions from

one subpopulation are shared across all others. They applied their approach to two and

three objective MOO benchmarks and found that the proposed method performs well,

outperforming regular MOEA/D, NSGA2, SPEA2, CC-PSO, and CC-based Differential

Evolution on 25 out of 31 test problems.

Lastly, a competitive co-evolutionary algorithm based on objective decomposition was

proposed by Vu et al. [147]. The Dual-Population Competitive Co-Evolutionary Approach

(which the authors abbreviate as DPPCP) used each population to perform one of two tasks:

Pareto-based ranking to push the algorithm to convergence or objective-wise decomposition

to increase diversity. In other words, one subpopulation applied NSGA2, while the other

subpopulation applied MOEA/D. Each population kept their own archive and these archives

were used to create offspring. The common offspring were then used to update each

subpopulation using their respective approaches. DPPCP was applied to the standard

continuous MOO benchmark suite using two and three objectives and was compared to

NSGA2 and MOEA/D. DPPCP outperformed the other algorithms on 26 out of 32 problems

for hypervolume and inverted generational distance.

These objective decomposition approaches offer a way to solve many-objective opti-
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mization problems more efficiently, but the results are dependent on the applied objective

decomposition strategy [175]. Additionally, when evolving subpopulations along different

objective directions, this could result in parts of the search-space remaining entirely

unexplored and in the algorithm getting stuck in local optima [146]. Furthermore, these

approaches can work with the proposed framework; MOEA/D can be used as the base-

algorithm, thus combining objective decomposition and variable decomposition.

3.1.2 The Multi-Objective Knapsack Problem

In an adjustment of the NSGA3 approach, Sahinkoc and Bilke used a fixed hyperplane

and used subpopulations to evolve along the different objectives [124]. The fixed hyperplane

was introduced to address the problem of the evenly spread reference points guiding the

solutions in the wrong direction. To accomplish this, an optimal solution for each single

objective was calculated and used as the fixed edge points of the hyperplane. They evaluated

their method on the many-objective knapsack, solving a 500 item knapsack problem with 6,

8, 10, 15, 20, and 30 objectives. They found that including a fixed hyperplane significantly

improved results for all NSGA3 implementations. The co-operative approach evolving along

the different objectives improved the results further, and their proposed algorithm had the

best performance on instances with a large number of objectives. The authors did note that

finding the optimal solutions beforehand may not always be feasible, but they claimed that

near optimal solutions would suffice.

Zouache et al. proposed a novel “cooperative” swarm intelligence algorithm for MOO;

however, the term “cooperative” here does not refer to CCEA but to the combination of

the firefly algorithm with particle swarm optimization (MOFPA) [188]. They applied their

approach to a knapsack with 250, 500, and 750 items, optimizing two, three, and four

objectives, resulting in 3 × 3 = 9 different knapsack problems. Their results indicated that

their proposed hybrid algorithm performed better in terms of coverage on all instances of the
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knapsack problem studied when compared to NSGA2, MOEA/D, and SPEA-II. However,

the inverse generational distance metric, which compares the found Pareto front to the known

optimal Pareto front, was not significantly different across any of the algorithms.

Ishibuchi et al. looked at four MOEA’s performance on the multi-objective knapsack

problem [67]. NSGA2, MOEA/D, SMS-EMOA, and HypE were applied to the knapsack

problem with 2-10 objectives. NSGA2 was further adjusted to perform what the authors

call a focused search. This means that there is a separate population exploring each objective,

i.e., objective-wise decomposition, and the algorithm looks for non-dominated solutions near

the best solution for the objective at hand. However, there is one more population assigned

to look for non-dominated solutions around the center of the Pareto front as well. Two

different versions of this focused search were implemented: F100 and F90. In F100, NSGA2

optimized each of the subpopulations entirely separately and merged the found solutions

into one population at the very end. Alternatively, F90 used 90% of the computation time

to optimize the subpopulations. The found solutions were then merged into one population,

and NSGA2 was applied to this merged population for the remaining 10% of computation.

They found that while regular NSGA2 performed well on two-objective knapsack, the focused

search alternative of NSGA2 and MOEA/D performed well on the many-objective 10,000

item knapsack problems. The authors specifically noted that more focused research applying

NSGA2 to subpopulations is a worthwhile endeavor.

3.2 Multi-Objective Factored Evolutionary Algorithm

Instead of designing a novel meta-heuristic algorithm, we proposed an approach to

increase exploration of the search space that can be applied to any MOEA: the multi-

objective factored evolutionary algorithm (MOFEA). MOFEA is a framework that divides

the population into subpopulations with overlapping variables, it uses the chosen MOEA

to optimize the subpopulations and combines the resulting sets of non-dominated solutions
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through competition and sharing. MOFEA is an extension of the FEA framework introduced

by Strasser et al. [138]. Furthermore, the use of sub-populations lends itself to parallellization

and can thus be used to reduce computation time, which is desirable when dealing with large-

scale MOO problems. We do not apply parallellization to the research in this dissertation,

so we cannot talk about the effects of distributed computing in regards to MOFEA.

Classic CCEA only creates subpopulations that have distinct variables, i.e., there is no

overlap between subpopulations. FEA uses overlapping subpopulations, which requires using

principles from both co-operative and competitive co-evolution. We define an individualX←

{x0, . . . , xn}, where n is the dimensionality of the problem. We define a set of subpopulation

S, ∀S ∈ S : S ← {U0, . . . ,Up}. Where p is the population size, and U represents a single

population member, where U ⊂ X as defined by the factor architecture. We have extended

FEA to use any MOEA algorithm; we show the pseudocode in Algorithm 3.1. Originally,

FEA kept a single global solution G; however, in MOO, the goal is to obtain an approximate

Pareto front. Therefore, we keep a set of global solutions G as well as an archive of all

non-dominated solutions. Initially, each subpopulation is assigned the same global solution

G to evaluate the total fitness of its individuals; however, as the algorithm progresses, a

random global solution G ∈ G out of the solution set is chosen for each subpopulation.

We denote the specific global solution of a subpopulation S as GS. Each subpopulation is

optimized using the MOEA of choice, which returns a set of non-dominated solutions N ′′. In

FEA, subpopulations representing the same variable compete to represent that variable in the

global solution G, which represents the full set of variables. In MOFEA, the “Compete” step

(lines 9–20) is altered by allowing each representing subpopulation to contribute three non-

dominated solutions to a temporary archive. All representing subpopulations are analysed

for each variable. First, a random non-dominated solution from N ′′ is selected and added

to the temporary archive. Next, the “best” solution according to the criteria (argmincriteria)

of the chosen MOEA is selected from N ′′. For NSGA2, SPEA2, and MOEA/D, the sorting
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Algorithm 3.1 Multi-Objective Factored Evolutionary Algorithm

Input: number of variables n, population size p, number of objectives M , objective functions

F ← {f0, . . . , fM}, subpopulations S
Initialize: global solution G0 ← {x0, . . . , xn}, global solution set G ← {G0}, non-dominated

archive N ← {}

1: while stopping criterion is not met do

2: it = 0

3: for all S ∈ S do

4: if it = 0 then

5: GS ← G0

6: // Optimize subpopulation

7: N ′′
S ← MOEA(S, GS , F )

8: // Compete step

9: N ′ ← {}
10: for all i = 1 to n do

11: for all S ∈ S where U ∈ S : xi ∈ U do

12: N ′ ← N ′ ∪ random(N ′′
S ))

13: X ← GS

14: N ′′ ← N ′′
S [argmincriteria])

15: N ′ ← N ′ ∪N ′′

16: Xi ← N ′′
i

17: N ′ ← N ′ ∪X

18: N ′ ← non-dominated(N ′)

19: G ← N ′

20: N ← N ∪N ′

21: // Share step

22: for all S ∈ S do

23: // update global solution

24: GS ← random(G)
25: S[argmaxcriteria]← GS

26: // Update archive

27: N ← non-dominated(N )

28: it++

return N
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criteria are as follows:

• NSGA2: crowding distance,

• SPEA2: strength value,

• MOEA/D: decomposed fitness value.

The decision variable in GS of the relevant subpopulation is replaced by the decision variable

of the selected solution and is saved in a temporary solution setN ′. Furthermore, the original

chosen solution is also added to N ′. The procedure that adjusts GS is visualized in Figure

3.1. When dealing with disjoint subpopulations, i.e., there is no overlap, this means that

solutions from only one subpopulation will be added to N ′. We claim adding these three

different solutions toN ′ for evaluation helps improve exploration of the solution and objective

spaces.

N ′ is evaluated for non-dominance once all the variables and corresponding subpopu-

lations have been processed (line 18 in Algorithm 3.1), and N ′ is now used as the new set

of global solutions. For each subpopulation, a randomly chosen G ∈ G is injected into the

subpopulation. G is selected at random without replacement, unless there are less found

non-dominated solutions than there are subpopulations. In this case, the random selection

process will restart after all global solutions have been assigned at least once. The individuals

in the subpopulations are re-evaluated based on the new global solution, and the resulting

“worst” solution in each subpopulation (argmaxcriteria) is replaced by G, completing the

“Share” step (lines 23–25), as illustrated in Figure 3.2. This is one iteration of FEA. The

algorithm repeats until a stopping criterion is met.

To show that this framework works for distinct subpopulations, we use the CCNSGA

approach as proposed in [100] as an example. The authors note two main adjustments to

NSGA to create the co-operative approach: 1) integration of NSGA into CCEA and 2) the

use of an elitist strategy to pass individuals to the next generation. The first adjustment
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Figure 3.1: The modified compete step as performed on variable x3 in the Multi-Objective
Factored Evolutionary Algorithm. The dotted outline shows the selected solution from the
subpopulation’s non-dominated solution set. Both the entire solution and the solution where
only x3 is replaced are included in the temporary archive.

uses NSGA’s crowding distance to make a selection from the non-dominated solutions found

by each subpopulation to regulate size. The compete step of MOFEA does exactly that;

however, we generalized this approach by allowing for any selection criterion to be used

depending on the MOEA used to optimize the subpopulation. For the elitist strategy, the

authors aim to carry over non-duplicate non-dominated solutions to the next iteration. In

MOFEA, this is accomplished through the share step, where the unique non-dominated

individuals are inserted into the subpopulations for the next iteration.
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Figure 3.2: The modified share step of MOFEA. For each subpopulation, a random global
solution is selected (without replacement) from the current iteration’s set of found non-
dominated solutions.

3.3 Multi-Objective Knapsack Problem Experiments

A popular benchmark problem that relates to many real world applications is the Multi-

Objective 0-1 Knapsack (MO-KS) problem [186]. This problem was proposed as a benchmark

for multi-objective combinatorial optimization (MOCO). It makes for a good benchmark

since it can be adapted in terms of number of objectives, constraints, and variables. However,

increasing the number of knapsacks does not necessarily relate to a real-world application

[74]. To this end, a different multi-objective knapsack problem exists that looks at a single

knapsack but minimizes the difference in resources (e.g. weight) in the knapsack, creating a

balanced knapsack [51]. Our preliminary results look at the three and five objective versions

of each of these multi-objective knapsack problems.
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3.3.1 Experimental Approach

We applied the Non-Dominated Sorting Genetic Algorithm-II (NSGA2) to the proposed

MOFEA framework [36]. NSGA2 is a popular approach that has proven to work well

on problems with up to three objectives but starts declining in performance when the

objectives increase further. The same authors therefore proposed NSGA3, which uses

the aforementioned reference directions to increase performance [34]. Since we randomly

initialized our problem instances, we have no prior knowledge of the problem. Furthermore,

Carvalho and Britto found that the chosen reference points can positively or negatively

impact the results found by NSGA3, indicating that an automatically initialized set of

reference directions may not be a desirable approach [19]. Because of this, and in order

to more clearly show the benefit of the MOFEA framework, we used NSGA2 instead of

NSGA3 in our experiments.

3.3.1.1 Multi-Objective Knapsack Problem We adjusted the classic Multi Objective

Knapsack (MOKS) problem [67] by changing the objectives of a single knapsack instead of

defining multiple knapsacks. This adjustment was based on the problem defined by Fortin

et al. [51]. The MOKS problem tries to maximize value, minimize weight, and minimize

the difference in weight of the items in a single knapsack, while including constraints placed

on the volume and weight of the knapsack using the same method as the multi-knapsack

problem. An additional objective to balance the weights is defined as follows:

min
D∑

j,k=1,j ̸=k

|bjxj − bkxk|.

Fortin et al. call this type of multi-objective knapsack a balanced knapsack. To add two more

objectives, we extended this problem to include minimization of the overall volume vj of the

items in the knapsack and minimizing the difference in volume. In other words, instead of
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optimizing multiple knapsacks simultaneously, we are trying to find the optimal combination

of items being added to a single knapsack but with multiple competing objectives in regards

to the items. An example of a real-world problem that could benefit from such a balancing

approach is the loading of a cargo plane; when there is a large discrepancy in item weights,

it makes it more difficult to balance the cargo hold.

In our experiments, we used a 1000 item knapsack to test the algorithms’ performance

at a larger scale. For the balanced knapsack, we looked at the three base objectives (value,

weight, and volume) and the extended five objective version (balanced weights and volume).

The original MOKS uses fully randomized initialization of the values and weights for all

knapsacks and constraints [186]. Therefore, we applied the same approach and initialized

the values, weights, and volume randomly as follows: ai = [0.1, 100], bi = [0.1, 5], and vi =

[0.1, 10]. For the classic knapsack problem, we initialized different sets of values and weights

based on the number of objectives and constraints, using the same values as above. For this

problem, we considered three and five objectives with a single weight constraint ck.

3.3.1.2 Hyperparameter Tuning We performed a grid search to tune NSGA2 using the

following parameter values:

• Algorithm runs: 50, 100, 200, 500

• Population size: 250, 500, 750, 1000

• Mutation rate: 0.10, 0.15, 0.20, 0.25

• Crossover rate: 0.85, 0.90, 0.95, 0.98

Based on this grid search, we found that running NSGA2 100 times with a population of 500

was the best combination. For the GA operators, we used tournament selection with k = 5

to select the parents, a mutation rate of 0.2 using bitflip mutation and a crossover rate of 0.95
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with single-point crossover. The found hyperparameters were used in the FEA and CCEA

implementations of NSGA2 as well. Furthermore, the FEA and CCEA implementations

were run for 20 iterations, with two different sizes of subpopulations: 100 and 200, and a

20% overlap for F-NSGA2, i.e., 20 variables and 40 variables overlap for each subpopulation

of size 100 and 200 respectively.

3.3.1.3 Evaluation Metrics As discussed in Chapter 2 Section 2.2.3, the hypervolume

indicator (HV ) is one of the most commonly used evaluation metrics in MOO [9]. Its

popularity is partially because the only information needed to calculate the HV of a Pareto

Front approximation is a single reference point. This is in contrast to measures such as

Generational Distance, which requires the true Pareto Front to be known. Since we do not

know the true Pareto Front for our problems, the HV is a natural choice to gain insight in

the size of the covered objective space [183].

To assess the diversity of the Pareto Front approximations, we used the spread indicator

S [69]. Lastly, to compare two Pareto fronts generated by different algorithms directly, we

calculated the coverage C of the fronts, denoted as X′ and X′′ [184]. We further adjusted

this metric to find relative coverage of the non-dominated sets as compared to the total non-

dominated set. The total non-dominated set, or union front X∗, is created by combining the

results from the set of algorithms g as

X∗ = nondom

(
g⋃

i=1

X′
i

)
.

X∗ can then be used to calculate what percentage of each base non-dominated set is included

in X∗: C(X′,X∗). To calculate what percent of X∗ consists of solutions from X′
i, we adjust

the coverage calculation as follows, creating Adjusted Coverage (AC):

AC(X′,X∗) =
|{x′ ∈ X′ : ∃x∗ ∈ X∗ : x∗ ⪯ x′}|

|X∗|
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single knapsack multi knapsack

pop. 3 obj. 5 obj. 3 obj. 5 obj.

NSGAII 500 12.18 12.01 20.99 34.16

CC-NSGAII
100 12.24 10.87 17.30 28.76

200 9.42 10.40 15.99 28.31

F-NSGAII
100 12.28 11.92 23.09 39.63

200 12.22 11.97 22.72 38.56

Table 3.1: Hypervolume results. Underlined results indicate statistically significant results.

3.3.2 Results

We ran each algorithm ten times on each of the problem sets and averaged the ten runs

of the HV and spread indicator results, as well as the size of the non-dominated population

(Tables 3.1, 3.2 and 3.3). Furthermore, we performed an ANOVA test with α = 5%, followed

by a paired T-test with p = 0.05 to test statistical significance of the results. CC-NSGA2

results were not found to be significantly different when comparing variable group sizes of 100

and 200, with the exception of the three objective single knapsack problem. The opposite

is true for F-NSGA2 results, which were found to be significantly different from the other

algorithms’ results. Lastly, fewer statistically significant differences were found between the

differentHV results, whereas the spread indicator results were largely statistically significant.

To examine the coverage between different solution sets, we randomly pick a single

representative run of each algorithm to perform the coverage calculation. To ensure the

results are not biased, we perform this process 10 times and average the coverage comparisons

for the final results. We do this to avoid the combinatorial explosion that would result

from averaging all combinations of the runs. We present two different coverage results:

standard coverage and adjusted coverage. The adjusted coverage (Table 3.4) represents the

percentage of non-dominated solutions each algorithm contributed to the combined non-
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single knapsack multi knapsack

pop. 3 obj. 5 obj. 3 obj. 5 obj.

NSGAII 500 38.03 38.24 29.55 32.09

CC-NSGAII
100 13.39 8.15 5.89 7.09

200 5.77 8.58 4.34 6.76

F-NSGAII
100 31.34 24.18 15.34 16.91

200 33.32 30.80 10.39 10.76

Table 3.2: Spread indicator results. Underlined results indicate statistically significant
results.

single knapsack multi knapsack

pop. 3 obj. 5 obj. 3 obj. 5 obj.

NSGA2 500 166 519 16 38

CC-NSGA2
100 482 521 21 61

200 156 476 28 53

F-NSGA2
100 642 1334 8 14

200 698 1383 5 9

Table 3.3: Size of the non-dominated solution sets.

dominated solution set. Tables 3.5–3.8 show a direct comparison between the algorithms’

non-dominated solution sets, where the row algorithm’s solution set covers x% of the column

algorithm’s solution set.

Finally, we visualized the three-objective versions of the balanced knapsack and the

multi knapsack problems in Figure 3.3. Each of these figures shows the final non-dominated

population of a randomly selected run of each of the algorithms, where the x-axis for the

single balanced knapsack and the x, y, and z-axes for the multi-knapsack show negative
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single knapsack multi knapsack

pop. 3 obj. 5 obj. 3 obj. 5 obj.

NSGA2 500 0.64% 14.28% 0.00% 0.00%

CC-NSGA2
100 42.69% 16.90% 0.00% 0.00%

200 0.00% 11.70% 0.00% 0.00%

F-NSGA2
100 12.20% 32.85% 100.00% 98.67%

200 44.47% 24.26% 0.00% 1.13%

Table 3.4: Adjusted coverage results.

NSGA2 CC-NSGA2 F-NSGA2

pop. 500 100 200 100 200

NSGA2 500 N/A 83.50% 97.21% 28.14% 10.5%

CC-NSGA2
100 100.00% N/A 100.00% 97.85% 98.24%

200 25.56% 24.92% N/A 31.55% 5.03%

F-NSGA2
100 85.50% 81.47% 96.12% N/A 35.86%

200 95.76% 78.27% 99.47% 87.02% N/A

Table 3.5: Single balanced knapsack 3 objectives coverage results

values due to the transformation of the knapsack profit maximization to a minimization

problem.

3.3.3 Discussion

F-NSGA2 improved the hypervolume results for three of the four problems: the three-

objective balanced knapsack problem and the three- and five-objective multi-knapsack

problems. No statistically significant differences were found for the five-objective single

knapsack problem. When looking at the spread indicator results, however, we did find
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NSGA2 CC-NSGA2 F-NSGA2

pop. 500 100 200 100 200

NSGA2 500 N/A 99.25% 99.51% 96.45% 76.19%

CC-NSGA2
100 76.24% N/A 99.02% 95.76% 96.90%

200 64.72% 96.14% N/A 73.48% 90.41%

F-NSGA2
100 65.06% 98.82% 94.69% N/A 64.42%

200 56.22% 100.00% 100.00% 73.29% N/A

Table 3.6: Single balanced knapsack 5 objectives coverage results.

NSGA2 CC-NSGA2 F-NSGA2

pop. 500 100 200 100 200

NSGA2 500 N/A 100.00% 100.00% 0.00% 0.00%

CC-NSGA2
100 0.00% N/A 59.57% 0.00% 0.00%

200 0.00% 100.00% N/A 0.00% 0.00%

F-NSGA2
100 100.00% 100.00% 100.00% N/A 100.00%

200 100.00% 100.00% 100.00% 0.00% N/A

Table 3.7: Multi knapsack 3 objectives coverage results.

statistically significant differences for all four problems, but single-population NSGA2 has a

higher spread indicator for each of them. However, when we look at our coverage results,

F-NSGA2 contributed a larger percentage to each problem’s combined Pareto front. Based

on these results, it appears that the spread indicator may have little influence on the quality

of the solution set. It is important to note that this is only based on an observed lack of

correlation between coverage and spread. These results are by no means conclusive, but

warrant further investigation.

A visual inspection of Figure 3.3a shows that both instances of F-NSGA2 and the 100-
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NSGA2 CC-NSGA2 F-NSGA2

pop. 500 100 200 100 200

NSGA2 500 N/A 100.00% 100.00% 0.00% 1.87%

CC-NSGA2
100 9.40% N/A 80% 0.00% 0.00%

200 0.00% 80.00% N/A 0.00% 0.00%

F-NSGA2
100 100.00% 100.00% 100.00% N/A 100.00%

200 100.00% 100.00% 100.00% 2.50% N/A

Table 3.8: Multi knapsack 5 objectives coverage results.

population instance of CC-NSGA2 cover more of the space than regular NSGA2. Taking

into consideration that for this problem instance CC-NSGA2-100 and F-NSGA2-200 have

the highest contribution to the total non-dominated solution set, the visual representation

makes sense. CC-NSGA2-100 found solutions in a different part of the space than the other

algorithms, but its solutions are not as widely spread across the solutions space, whereas

F-NSGA2 has a significantly larger spread than CC-NSGA (Tables 3.1 and 3.2), potentially

accounting for its large contributions to the total non-dominated solution set. However,

NSGA2 has the largest spread indicator while contributing less than 1% of the non-dominated

solutions to the total front (Table 3.4).

Figure 3.3b shows a different story. With the exception of the two CC-NSGA2 instances,

each of the discovered non-dominated solutions is in a different part of the objective space.

When looking at Tables 3.4 and 3.7, the non-dominated solutions discovered by F-NSGA2

with subpopulation size 100 covers all other algorithms’ non-dominated solutions. The F-

NSGA2-100 solutions are represented by the green star shaped cluster at the very bottom

corner of the image. Since each objective was to be minimized, it makes sense that these

solutions, which have converged at the lowest values of the three knapsacks, are dominating

the other solutions. This is especially interesting given that the average number of non-
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(a) Single balanced knapsack with three objectives.

(b) Classic multi knapsack problem with three objectives.

Figure 3.3: Visual representation of the non-dominated population found by each of the
algorithms for the three objective versions of the two types of knapsack problems.
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dominated solutions found by F-NSGA2 for this problem is smaller than the other algorithms

(Table 3.3).

When considering the five-objective problems, F-NSGA2 with subpopulation size 100

once again contributed the largest percentage to the total Pareto front for both problems.

Interestingly, NSGA2’s results improved for the five-objective single knapsack, contrary to

the general trend found in the literature, where NSGA2’s performance is often found to

deteriorate as objectives increase. When looking at the direct coverage comparison for this

problem (Table 3.6), NSGA2 covers larger percentages of the solutions found by the four

other algorithms; however, it is only contributing 14.28% to the total front. The larger

contribution to the total Pareto front by F-NSGA2 could be explained by the larger number

of non-dominated solutions found by the algorithm as compared to NSGA2 (Table 3.3).

The last problem we evaluated was the five-objective multi knapsack. The F-NSGA2

with a subpopulation size of 100 was the main contributor to the total Pareto front, and

when looking at the pairwise comparison, both F-NSGA2 solution sets cover the three other

algorithms’ solution sets. Another interesting result is that CC-NSGA2 performed poorly on

both multi-knapsack problems, in that its results are not only 100% covered by F-NSGA2,

but by single population NSGA2 as well. Overall, both instances of F-NSGA2 did well on

all four benchmark problems, indicating that using overlapping subpopulations is beneficial

for multi-objective optimization. The use of a smaller subpopulation size in F-NSGA2 seems

especially beneficial for finding non-dominated solutions.

3.4 Concluding Remarks

We developed and presented a cooperative co-evolutionary framework for solving multi-

objective combinatorial optimization problems that divides the population in subpopu-

lations, which can be disjoint or overlapping, and allows usage of any population-based

multi-objective algorithm as the base algorithm. We applied our approach to two different
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implementations of the multi-objective knapsack problem: the multi-knapsack problem,

where the number of objectives equals the number of knapsacks [186], and the balanced

single knapsack problem [51]. We compared overlapping and distinct subpopulations of

different sizes as applied to NSGA2, as well the single population version of NSGA2.

MOFEA using NSGA2 performed well on both types of knapsack problems, where the

discovered approximate Pareto front covers a high percentage of those found by the other

algorithms. TheHV results were similar across the different algorithms, where F-NSGA2 did

hold a small edge over the other results, which indicates that there is room for improvement.

We hope to gain more insight into the effects of using overlapping subpopulations by

using SPEA2 and MOEA/D as the base-algorithms for MOFEA in addition to NSGA2.

Furthermore, this research only considered static, pre-defined factor architectures. However,

the decomposition strategy could influence the results, which is why performing an in-depth

study of different decomposition techniques could provide better insight into how the factor

architecture used in MOFEA affects MOO problems. The next chapter does just that:

it explores the effect of overlapping subpopulations on both single- and multi-objective

continuous optimization problems using different variable grouping strategies.
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CHAPTER FOUR

INFLUENCE OF VARIABLE GROUPING ON LARGE-SCALE OPTIMIZATION

Now that we have established that the MOFEA framework can help improve results

in MOO, we wanted to further investigate the effects of using overlapping subpopulations

on different problems and different algorithms. However, before diving into MOO-specific

research, we look at the effects of overlap on single-objective Large Scale Optimization (LSO)

using different grouping strategies. This was a logical first step, since many MOO problems

are of a large-scaled nature, and this research allows us to examine the effect of different

variable decomposition techniques without the added difficulty of multiple objectives.

4.1 Problem Decomposition

Before providing related work in the area of variable grouping, we give more background

information on different grouping strategies. There are three main approaches to variable

grouping in CCEA: static grouping, random grouping and grouping based on variable

interaction. Ma et al. [97] provide a comprehensive overview of different decomposition

strategies for CCEA. They note that dynamic group assignments based on variable

interaction learning improves CCEA results compared to random groupings. Five different

groups of interaction learning based decomposition are defined by Ma et al.: perturbation

(DG), statistical model (MEE), distribution model (FEA), approximate model, and linkage

adaptation. The latter two are not considered in this work since approximate modeling is

used for problems where evaluating the objective function is too expensive and needs to be

approximated [126], and linkage adaptation methods influence operators of EA’s directly.

For example, Schaffer and Morishima [127] add a punctuation flag to the chromosome to

indicate the crossover point, thus effectively grouping each chromosome.
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4.1.1 Static and Random Grouping

An important aspect of cooperative co-evolutionary algorithms is the way the problem is

decomposed into subgroups or factors. CCEA started with static grouping, initially creating

n groups of one dimension for a problem with n variables. This was expanded to creating m

groups with s variables, where the variables are split up sequentially [150]. However, such

static groupings mean that if non-consecutive variables are interacting, they will not belong

to the same group. A first approach to solve this problem is to perform random grouping

of the variables [169, 170]. This is done by randomly selecting s population members to

belong to m groups, which can be a one-time static assignment, or dynamically altered each

generation. The number of groups m, and by consequence the number of members s in a

group, can be a fixed parameter or dynamically altered. If m is fixed: s = n/m, where n is

the total population size and the s variables are randomly chosen to belong to each group

[170]. When dynamically choosing the number of groups, the s parameter is randomly set

each co-operative co-evolutionary iteration [169]. A range of values for s needs to be set so

the grouping is feasible given the population size.

4.1.2 Variable Interaction

Random grouping does not guarantee that interacting variables will be grouped

together. This is where studying variable interaction could provide a solution. Chen et al.

[20] explored a Variable Interaction Learning (VIL) approach to problem decomposition [21]

in an attempt to determine if correctly identifying variable interaction improves performance.

VIL uses a bottom-up approach to finding variable interaction, merging interacting variables

into groups based on random permutations of the variables. They concluded that when the

problem decomposition identified at least 10% of the total number of interactions, CCEA

benefits from the decomposition strategy.

Omidvar et al. [108] also showed that finding an underlying structure of interaction to
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create the factors improves CCEA’s performance when compared to random grouping. In

order to decompose variables automatically into groups for CCEA, Omidvar et al. introduced

Differential Grouping (DG) [107]. DG is based on a process of identifying partial separability,

allowing variables that are directly interacting to belong to the same group, while minimizing

interdependence between groups (Algorithm 4.1). Interaction is determined by measuring

how much the function changes between pairs of points. ∆1 is measured by changing the

value of variable xi and evaluating the function at both points. Then, variable xj is altered to

a different value, where j ̸= i, and compute ∆2 is computed by re-evaluating the function at

the points from ∆1. If |∆1−∆2| > ϵ, the variables are said to interact, and the corresponding

variable xj is removed from the set of remaining decision variables and added to the group

of interacting variables for xi. The ϵ parameter plays an important role in determining

interactions: a smaller ϵ will detect weaker interactions. The authors prove that xi and

xj are not independent if the difference between ∆1 and ∆2 is large enough, based on the

specified parameter ϵ.

4.2 Related Work and Motivation

Several extensions have been proposed to the DG algorithm. In 2017, Omidvar, et

al. [109] extended DG to set the ϵ threshold automatically, creating DG2. This extended

version also reduced the number of fitness evaluations necessary to find the groups of

interacting variables. A second approach to adjust the ϵ threshold parameter automatically

was introduced by Sun et al. in recursive DG [141]. Recursive DG looked at a pair of

sets of variables and divided each set recursively to increase efficiency. Yang et al. [167]

exploited gathered information about the interaction between variable groups to create

efficient recursive DG. DG has also been adapted to become a graph-based approach to

better suit LSO problems by Ling et al. [92]. They constructed a graph where each decision

variable is a vertex, and weighted edges are defined based on pairwise interaction calculated
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Algorithm 4.1 Differential Grouping

Input: function f , lower bounds lb, upper bounds ub, number of dimensions n, threshold ϵ

Initialize: Variable indeces dims ← {1, 2, . . . , n}, set of variables with no interactions

sepvars← {}, groups of interacting variables groupso ← {}

1: for all i ∈ dims do

2: grp← {i}
3: for all j ∈ dims, j ̸= i do

4: p1 ← lb× ones(1, n)

5: p2 ← p1
6: p2(i)← ub

7: ∆1 ← f(p1)− f(p2)

8: p1(j)← 0

9: p2(j)← 0

10: ∆2 ← f(p1)− f(p2)

11: if |∆1 −∆2| > ϵ then

12: grp← grp ∪ j

13: dims \ j // Removes seen variables from variable indeces.

14: if |grp| = 1 then

15: sepvars← sepvars ∪ grp

16: else

17: groupso ← groupso ∪ {grp}
return groupso ∪ {sepvars}

using DG. After graph construction, connected components are found using a depth-first

search algorithm. The authors found that their graph-based approach improved solution

quality for CCEA’s on LSO.

Another commonly used method for identifying variable interaction is called Maximum

Entropic Epistasis (MEE) [140]. The MEE approach identified direct and indirect variable

interaction based on Mutual Information (MI) [40]. Sun et al. compared MEE and DG in

their abilities to determine variable interaction. They concluded that MEE finds a more

accurate decomposition. However, MEE was not applied to decompose a problem into

subgroups, nor was it applied to decomposition for CCEA. Rather, their approach was used

with the Separability Prototype for Automatic Memes (SPAM) framework [18], which used
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variable interaction to select the appropriate operators to guide the search. The original

SPAM framework and the adjusted version using MEE (SPAM-MEE) were compared to

covariance matrix adaptation—evolutionary strategy (CMA-ES) [60]. The results showed

that SPAM-MEE outperforms SPAM consistently and performed similarly to CMA-ES.

Chen et al. looked at the influence of variable interaction groups on CCEA for single-

objective optimization [20]. Their study created variable groups through variable interaction

and used three different versions of the found decomposition: groups representing the found

interaction structure, groups only keeping part of the interaction structure, or random

groups without variable interaction. The results indicated that learning the correct variable

interaction structure improved results; however, the results generally improved more if the

problem decomposition only partially adhered to the found interaction structure. Given that

an exact match was found to be unnecessary, we believe an overlapping structure could have

similar benefits, since the overlap would account for unidentified interactions between groups.

In other words, using an overlapping structure that connects all variables may mitigate the

need for variable interaction learning.

4.3 Decomposition Methods

We present our new decomposition approaches for FEA architectures: Overlapping

Differential Grouping (ODG) and a tree based decomposition (Tree), where both methods

can produce overlapping variable decompositions. ODG is an extension of DG [108] that

continues to consider variables that have been marked as interacting instead of removing

them (as in DG) allowing for overlapping groups. Tree based decomposition considers

variables as nodes in a tree, and creates factors based on adjacent nodes in the tree.
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4.3.1 Overlapping Differential Grouping

All of the versions of DG discussed in Section 4.2 are intended to identify disjoint factors

in large-scale optimization. Here we present an alternative approach that adjusts DG to allow

factors to overlap: Overlapping Differential Grouping (ODG). To find overlapping factors,

instead of removing a variable once it has been found to interact, that variable remains in

the set of decision variables. This allows a variable to be marked as interacting with multiple

other variables: which leads to overlapping factors. This means that the interaction step

of DG will be performed on all decision variables; however, for each such variable, only

subsequent variables are compared, i.e., we add the condition j > i to line 3 in Algorithm

4.1. This is because interactions with all prior variables have already been considered, and

do not need to be considered again. Additionally, ODG removes line 13 from Algorithm

4.1 since we wish to evaluate interaction for each variable pair to create overlapping groups.

Specifically, the pseudocode line corresponds to

dims \ j

which removes members of that group from future consideration.

4.3.2 Tree Based Grouping

In the original FEA work by Strasser, factor graphs were constructed to connect

variables through a function called the “factor potential” [139]. The factor potential defines

the strength of relationship between states for a variable. Variable groups are then created

based on the connection of the factor potential to the related variables. In the continuous

case, we could think of the factor potential as the strength of the variable interactions,

connecting variables if they have a strong enough interaction. However, we believe that

calculating variable interaction to build interaction graphs may not be necessary as long as
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all variables are connected to each other either directly or indirectly, and overlap of variables

allows for such an indirect connection of variables. Inspired by this idea, we created tree-

based grouping (Tree).

We consider each variable as a vertex in a graph, and connect them in a tree T . Factors

are then constructed to be adjacent nodes in the tree. For purposes of our experiments, we

use a random tree, but we note that any tree could be used. We believe that, as long as

the factor architecture is connected, the origin of the underlying tree (whether random or

interaction-based) is not important. The goal is to enable communication between the factors

so that the interacting effects propagate through the tree structure during optimization.

The algorithm is described more formally in Algorithm 4.2. This algorithm iterates

over each node in the tree and creates a factor consisting of the variable i and the variables

connected to it in the tree T.neighbors(i). This method constructs a simple tree-based

architecture that has a connected factor architecture. In a connected factor architecture, any

factor must be able to connect to any other factor through a sequence of overlapping factors.

More specifically, we can envision a factor architecture to consist of a graph where each vertex

in the graph corresponds to a factor, and an edge is created between two factors whenever

the intersection of the variable sets in these factors is non-empty. The resulting factor

decomposition is said to be connected if the resulting graph is connected. An illustration

of such a graph and the corresponding factors is shown in Figure 4.1 We note that tree-

based grouping results in a connected factor decomposition where this property does not

necessarily hold for ODG. We would also like to point out that there exists a Tree for which

the resulting architecture would have a group that contains all variables; namely, if there is

a “central” node that connects to all other nodes directly. If this were to occur we could

1) remove the variable group containing all variables, leaving groups of variable pairs where

each pair contains the central node, or 2) generate a different Tree to create new groups.
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Figure 4.1: Sample tree decomposition for function F20 with five variables.

Algorithm 4.2 Tree Based Grouping

Input: tree T , number of dimensions n

Initialize: Variable indeces dims← {1, 2, . . . , n}, variable groups groupso ← {}
1: for all i ∈ dims do

2: grp(i)← {i} ∪ {T.neighbors(i)}
3: groupso ← groupso ∪ {grp(i)}

return groupso

4.4 Experimental Approach

The purpose of this research is to compare the influence of the factor decomposition on

large-scale optimization. Thus, we hypothesize that the overlapping factor decomposition

will provide significant benefit to optimization quality specifically on problems with a non-

separable component. This is because the overlap inherently takes into account and manages

variable interactions during the compete and share steps. We further expect that these

interactions can be handled through sufficient iterations of the FEA algorithm to produce

good results. This belief is motivated by prior work in a distributed setting relating the

optimization process to a distributed consensus problem and showing that relaxed consensus
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objectives can still lead to effective performance [14].

For our experimental set-up, we followed the guidelines in [143], performing 25 trials on

1000 dimensions. We held the number of function evaluations for most of our experiments to

3 × 106. Several different algorithms were compared: CCEA, FEA, and PSO; furthermore,

we used PSO as the base algorithm for both FEA and CCEA. For CCEA decomposition,

we used DG [108] and the original n 1-dimensional subproblem decomposition for PSO –

CPSO-S [150]. To decompose FEA, we compared the proposed DG-extension (ODG) as well

as the tree-based decomposition (Tree) using a random tree (Algorithm 4.2). In addition,

we used another tree-based method, Tree2, where we merged the smallest pairs of factors

from the Tree method iteratively until the total number of factors is 500. This helped

determine the effect of factor decomposition and number of factors. Since we used PSO

as the base algorithm for both FEA and CCEA methods, we also compared our results to

single-population PSO.

For the canonical PSO experiments we used a population size of 1000 and used

3000 iterations in order to generate the same number of function evaluations. For PSO

hyperparameters we set c1 = c2 = 1.49445 and the inertia weight ω = 0.729, following work

in [178]. We also decided to use the gBest topology.

Five CEC’ 2010 LSO benchmark functions [143] were used to test our methods, since

these were used in early experiments with DG [107, 108]. There are 20 functions split into

five different categories: 1) separable, 2) single-group shifted and m-rotated, 3) D/2m group

shifted and m-rotated, 4) D/m group shifted and m-rotated, and 5) non-separable functions.

D corresponds to the number of dimensions, and m determines how many variables are in a

single group. These benchmark functions are all scalable, meaning the number of dimensions

can be chosen. Fully separable and non-separable functions are defined as having one-

dimensional non-interacting sub-vectors and having every pair of decision variables interact

respectively. Li, et al. [89] define partially additively separable functions as having the



68

following general form, where xi are mutually exclusive decision vectors of fi and m is the

number of independent factors:

f(x) =
m∑
i=1

fi(xi) .

The parameter m determines the rotation matrix to adjust the degree of separability for the

partially non-separable functions; and “shifted” refers to the use of a shift vector to shift the

global optimum. For our experiments, we ran the algorithms on one benchmark function

from each of the five categories for 1000 dimensions and set m = 50; each function has a

global minimum value of 0. The specific functions studied are:

1. F3: Separable—Shifted Ackley

2. F5: Single-group m-nonseparable—Shifted m-rotated non-separable Rastrigin

3. F11: D/2m-group m-nonseparable—Shifted m-rotated Ackley

4. F17: D/m-group m-nonseparable—Shifted m-dimensional Schwefel’s 1.2

5. F20: Fully nonseparable—Shifted Rosenbrock.

The definitions of these five functions can be found in Appendix B.

To examine the effect of the factor architecture in more detail, we created a manual

grouping for function F20, because F20 comes from the fully non-separable group of

functions. We note from the problem definition of fully non-separable problems that each

variable i interacts with i−1 and i+1. So we manually crafted a factor architecture covering

these interactions in order to examine the benefit of a factor architecture that matches the

interactions within the problem.

For consistency, hyperparameters were held constant across functions and methods. We

set 15 PSO iterations, and in earlier experiments, we did not see an influence of performance

on PSO population size, so we set it to the smallest value: 10 particles per subswarm for all
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Function DG ODG Tree Tree2

F3
Number of Factors 1000 1000 1000 500

Average Factor Size 1 1 2.99 5.99

F5
Number of Factors 951 1000 1000 500

Average Factor Size 1.05 2.23 2.99 5.99

F11
Number of Factors 513 1000 1000 500

Average Factor Size 1.95 13.21 2.99 5.98

F17
Number of Factors 40 1000 1000 500

Average Factor Size 25 24.25 2.99 5.99

F20
Number of Factors 266 1000 1000 500

Average Factor Size 3.76 43.42 2.99 5.99

Table 4.1: Summary of groupings made by each algorithm.

FEA and CCEA trials. In DG and ODG, we set ϵ to 10−3 for consistency across the different

methods and functions. We did not tune them individually because we sought to test the

influence of the overlap rather than find the best performing configuration.

4.5 Results

Because of the generality of the FEA framework, we applied the framework to all of the

architectures. We present metrics characterizing the different factor architectures generated

for our experiments in Table 4.1. It is interesting to note that as the non-separability of the

function increases, the factor size of ODG also increases. This is because ODG detects the

variable interactions and groups them together; the more variable interactions, the larger

the interaction groups.

We ran experiments as outlined in Section 4.4. Table 4.2 shows the mean value of

the objective function found during optimization, averaged over 25 trials, and the standard
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Function DG CPSO-S ODG Tree Tree2 PSO Manual

F3
Mean 5.79E-05 5.93E-05 5.92E-05 1.37E+00 1.79E+01 2.16E+01

std 8.23E-06 9.08E-06 9.52E-06 4.24E-01 4.91E+00 8.43E-03

F5
Mean 8.05E+09 5.95E+08 1.22E+09 5.53E+08 5.56E+08 3.63E+10

std 2.58E+09 1.30E+08 4.15E+08 1.12E+08 1.27E+08 2.31E+09

F11
Mean 2.08E+02 2.00E+02 2.04E+02 2.20E+02 2.22E+02 2.37E+02

std 4.52E-01 1.07E-02 3.67E-01 1.46E+00 2.48E-01 5.86E-02

F17
Mean 1.77E+06 2.58E+06 1.57E+06 1.75E+06 1.37E+06 3.29E+07

std 1.07E+05 1.74E+05 7.79E+04 1.42E+05 1.04E+05 1.91E+06

F20
Mean 6.10E+09 7.36E+01 4.58E+06 1.18E+04 1.41E+06 6.82E+12 4.60E+03

std 4.74E+09 2.31E+01 7.81E+06 2.62E+03 6.91E+05 1.71E+11 2.17E+03

Table 4.2: Comparison of different optimization methods on CEC 2010 benchmark functions.
Bold values indicate best results that were significantly better (Wilcoxon Rank-Sum p-value
< 0.05)

deviation of the returned values for each of the functions. Entries highlighted in bold are

statistically significantly better than the other algorithms, tested using Wilcoxon’s Rank-

Sum Test at a confidence level of 95%. Note that when multiple entries are bolded for a

function, the corresponding methods were found to be statistically the same as one another.

For example, for the fully separable function F3, the three methods—DG, CPSO-S, ODG—

were found to be statistically equivalent but significantly better than Tree, Tree2, and PSO.

Observing the results in Table 4.2, we see that the overlapping methods typically

outperform DG on the non-separable functions. This indicates that the overlapping

decomposition provides significant benefit. They typically also have lower standard

deviations, indicating more consistent and stable performance when compared to DG. On

every function with a non-separable component, FEA methods perform competitively.

We plotted the convergence curves for the first trial of each method. These results can
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be seen in Figure 4.2. Based on these results, we make a number of interesting observations.

First, we see rapid convergence for the three best algorithms on F3, which makes sense

given the fact F3 is fully separable. Thus we would not expect overlap to provide any

benefit. However, as soon as variable interaction is introduced (as shown in the remaining

four plots), DG suffers. We found that the type of factor architecture does, in fact, have

an effect on performance, given the fact the “best” architecture varies across the functions

studied.

Finally, we see that, on functions F17 and F20, none of the methods converge well

within the limited number of function evaluations. Based on this, we ran a second set of

experiments and allowed the functions to run for double the number of function evaluations

(6 × 106). We ran 10 trials of each method and present the results in Table 4.3. If we

also consider Figure 4.3, we see that most of the algorithms seem to have converged on

F20, but it appears that they have not yet converged on F17, so there could be more

benefit to continuing evaluation. The results improved significantly for all except DG on

F17, and Single and Tree performance improved significantly on F20; however, the relative

performance of each method did not change on F20. Specifically, if we rank the performance

after 6 million fitness evaluations, we see that the rank is the same as when we stop at

threemillion fitness evaluations. For the F20 trials using the manual grouping we used the

standard 3×106 function evaluations, and we found an average over 25 trials of 4.597E+03.

This improved upon the next best score produced by FEA by over a factor of two. It is

worth noting that CPSO-S performed best on F20. In particular, CPSO-S performed over

two orders of magnitude better than the next best algorithm (Tree). Potential reasons are

discussed in the next section.
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Figure 4.2: Convergence plots for first trial of each method. Learning terminates when max
function evaluations (3× 106) are reached
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Figure 4.3: Convergence plots for F17 and F20 with 6× 106 function evaluations

Function DG CPSO-S ODG Tree Tree2 Manual

F17
Mean 1.68E+06 1.56E+06 9.82E+05 1.02E+06 1.07E+06

std 4.28E+04 1.37E+05 6.42E+04 9.30E+04 1.12E+05

F20
Mean 4.25E+09 6.24E+01 4.26E+06 6.21E+03 9.94E+05 4.43E+03

std 2.83E+09 7.45E+01 8.29E+06 8.12E+02 4.35E+05 1.38E+03

Table 4.3: Comparison of different optimization methods on F17 and F20 with double the
number of function evaluations. Bold values indicate best results that were significantly
better (Wilcoxon Rank-Sum p-value < 0.05)

4.6 Discussion

Our results confirm that proper problem decomposition is important for large scale

optimization. Canonical PSO performed the worst on every function, typically by several

orders of magnitude. This indicates that problem decomposition improves optimization

performance on these large-scale optimization problems. Even so, the basic decomposition



74

performed by DG was not shown to be particularly effective on several of the functions

studied.

In general, the introduction of overlapping factors in the problem decomposition helped

with optimization on non-separable problems. The poor performance of the Tree algorithms

on F3, which was completely separable, was expected since these methods always produce

overlapping factors. Since F3 is fully separable, the overlap does not provide any benefit,

and instead increases the difficultly of solving the sub-problems by increasing their factors’

dimensionality. We also note that ODG performed very well on this function in that it was

able to recognize the fully separable nature, thus reducing to DG.

On the other hand, the benefit of the overlap is prominent in F20. The FEA methods

show improvement by many orders of magnitude over that of CCEA using DG. F20 is a

fully non-separable problem indicating that overlap may be beneficial. If we look at F17,

we also see a similar result where the overlapping methods perform significantly better than

the non-overlapping methods, further supporting the benefit of overlap on non-separable

problems.

It is worth noting that, as expected, the factor architecture seems to be important

at determining optimization success. This observation is prominent in the improvement

on F20. By addressing the underlying variable interactions present in the function with a

manually defined factor architecture, the results were improved by a factor of two. Despite

the improvements shown by choosing the correct factor architecture, it is interesting that

Tree and Tree2 both produce architectures that lead to high quality results despite not

addressing any underlying properties of the function. That implies that having overlapping

factors is a great benefit to optimization regardless of architecture, but improvement can be

extended further with the “right” factor architecture.

We also note that using variable interaction as the basis for problem decomposition

may not be beneficial in creating an appropriate factor architecture. ODG considers these
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interactions and is capable of determining separability, but it does not always outperform

the random architectures Tree and Tree2. It is possible that ODG does not capture these

interactions fully, or there may be other properties of the problem decomposition, such as

whether all variables are connected through overlap, that play a larger role.

A consistent and unexpected result is the performance of CPSO-S on all functions.

CPSO-S was the simplest version of CCEA with PSO and was not expected to perform well

on non-separable problems because it does not consider any form of variable interaction.

However, CPSO-S was competitive across all functions. In particular, it achieved the lowest

scores on F11 and F20. We believe this could be explained by considering the hitchhiking

phenomenon, which occurs when a solution on a whole improves the fitness score, but single

variables’ values are deteriorating in the process [15]. Using single variable groups could

bypass this problem since each variable is now optimized separately. Additionally, the FEA

implementation of CPSO only changes the global solution if the value improves the fitness

score, leading to a Pareto improved solution. Note that this result can also be a byproduct

of the challenges associated with using fitness evaluations as the means for making results

comparable, as pointed out by Engelbrecht [44]. In particular, across the various factor

architectures, not all fitness evaluations are created equal.

4.7 Concluding Remarks

Overall, we found that applying decomposition strategies is beneficial for many different

problems in different areas of large-scale and multi-objective optimization, where different

strategies appear to be better suited for certain problems. For LSO, we extended Differential

Grouping to create overlapping groups and created a tree based decomposition approach.

The different PSO implementations were tested using five representative functions from the

set of CEC’2010 benchmark functions using the proposed guidelines [143]. Results showed

that overlap can be beneficial for optimization of non-separable problems, or problems with a
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non-separable component. Furthermore, the LSO results indicated that variable interaction

learning may not be necessary when creating a connected architecture. Having confirmed

the benefit of overlapping groups on LSO, we now move on to exploring the effects of variable

grouping on MOO.
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CHAPTER FIVE

INFLUENCE OF VARIABLE GROUPING ON MULTI-OBJECTIVE OPTIMIZATION

In the previous chapter we discovered that finding variable interaction may not

be necessary as long as a connected factor architecture is created through overlap. In

this chapter we further investigate the influence of variable grouping by looking at how

overlap influences multi- and many-objective optimization. For this research, we looked

at three different, commonly used MOEA’s to gain insight into the MOFEA framework:

the Non-Dominated Sorting Genetic Algorithm II (NSGA2) [36], the Strength Pareto

Evolutionary Algorithm (SPEA2) [185], and the Multi-Objective Evolutionary Algorithm

with Decomposition (MOEA/D) [175]. We also used three different grouping strategies to

create disjoint and overlapping groups: linear [149], random [170], and differential grouping

[108].

5.1 Related Work and Motivation

The related work section of Chapter 3 presented research using the idea of subpopula-

tions in MOO. In this section, we focus on research that investigates the influence of variable

decomposition on MOO more directly through different variable interaction strategies.

Two separate surveys on LSMOO were published in 2021 [63, 146]. These surveys

categorized three different ways to solve LSMOO problems: decomposition, reduction, and

search strategy adaptation. In decomposition-based approaches, there are two common

ways to decompose a problem: by creating different variable subpopulations in the manner

of Co-operative Co-Evolutionary Algorithms (CCEA) [17, 117] or through decomposition of

the problem itself [98, 175]. The latter form often uses Decision Variable Analysis (DVA)

to help create the appropriate weight vectors for decomposition [96, 177]. According to
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Tian et al., the second approach, which aims to reduce the variable space through problem

transformation or dimensionality reduction, resulted in a higher likelihood of getting stuck

in local optima [146]. The third category looks at adapting the search operators of MOEA’s;

this is a useful practice but need not be kept separate from CCEA’s. When decomposing

the variable space into subgroups to be optimized separately, we can apply any MOEA to

the subpopulation to perform optimization. Therefore, reference-direction-based or genetic-

operator-adjusting approaches can still be applied when creating subpopulations for CCEA.

Similar to FEA, the idea of combining competitive and cooperative methods was used by

Goh and Tan [54] who combined the power of the two types of co-evolutionary algorithms to

create a new competitive-cooperative co-evolutionary algorithm (COEA). In their algorithm,

each subpopulation competed to represent a specific factor. The resulting factors then

cooperated to find a better overall solution. This particular process enabled the algorithm

to find interdependencies among the different subpopulations, where similar subpopulations

represent similar factors. The competitive pressure also enabled a structure to emerge,

which obviated the need for an algorithm such as DG. COEA was used for multi-objective

optimization (MOO), and more specifically dynamic MOO. Their results showed that while

their approach did improve optimization for dynamic environments, there were no significant

improvements with static MOO.

Xu et al. also looked at improving dynamic MOO through co-evolutionary algorithms

[163]. In their proposed CCEA adaptation, decision variables were partitioned into two

subcomponents according to environmental sensitivities of each variable. In other words,

since not all variables are equally affected by changes in the environment, the authors

proposed grouping variables based on their level of influence: weak or strong. If a variable

was strongly influenced by the environment, more resources were assigned to optimizing those

variables. The results showed that the proposed environmental decomposition is beneficial

for dynamic MOO problems.
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Cao et al. adapted graph-based DG (gDG) [91] to be applied to multi-objective LSO

problems to create Multi-Objective gDG (MOgDG)[17]. MOgDG first performed what

the authors called property analysis, which identified whether a variable is diversity- or

convergence-related based on the effect it has on the solution. DG was then used to construct

a correlation matrix, which is called the variable interaction stage. Lastly, a graph was

created and variables in the same connected subcomponent, determined through breadth-

first or depth-first search, were put in the same group. The authors found that using their

graph-based decomposition in combination with the CCEA version of NSGA2 and MOEA/D

improved results on the DTLZ and WFG benchmark functions, where CC-MOEA/D had

the overall best performance.

Zheng et al. also used a graph-based decomposition strategy to address the problem

of water distribution network (WDN) design [179]. Their approach was problem specific:

WDN’s commonly have trees, blocks, and bridges in their network that correlate directly to

specific parts of the WDN. Based on these naturally occurring structures, the network was

decomposed into subnetworks which were then optimized separately using a multi-objective

DE approach. They found that their approach significantly increased computational

efficiency for WDN.

The above works indicate that, thus far, research on creating variable groupings for

LSMOO has focused on novel strategies applied to specific algorithms. To the best of

our knowledge, no direct comparison of different variable grouping approaches has been

performed. We aim to address this knowledge gap through analysis of different decomposition

strategies. Furthermore, most research using variable grouping focuses on two- and three-

objective problems, whereas we scale up to five and ten objectives.

Lastly, in previous work by Li et al., DTLZ was found to have different variable

interactions along the different objectives [85]. These different variable interaction groups

create overlap in the variable space; however, no work has been performed to take this overlap
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into account directly when solving these benchmark functions. We aim to address this issue

using the MOFEA framework.

5.2 Decomposition Methods

For this analysis, we compared the three most commonly used approaches: linear

grouping, random grouping, and differential grouping, each with distinct and overlapping

structures. In this section, we explain the specific grouping implementations and the

adjustments to create overlapping groups.

5.2.1 Linear and Random Grouping

Linear grouping divides variables into groups based on their position in the variable

space [149]. Say we have 100 variables (x0 . . . x99) and we want each variable group gi to

consist of ten variables: g0 = {x0 . . . x9}, g1 = {x10 . . . x19}, . . . , assuming some “cannonical”

ordering of the variables. To extend this to the case of overlapping groups, a parameter offset

size is provided. For example, if the offset equals 5, the groups become: g0 = {x0 . . . x9},

g1 = {x5 . . . x14}, g2 = {x10 . . . x19}, etc.

When creating random groupings, a pre-defined number of variable groups is created,

and variables are spread evenly across the groups through random selection [170]. We

extend the random grouping approach to create overlapping groups by iterating over the

groups in the order they were created and adding variables from consecutive groups to

a new group. Suppose we have the same parameters as above, but random grouping

created the following groups: g0 = {x0,x3, x12,x54,x66, x70, x71, x79,x92, x93}, g1 =

{x5, x22, x31, x33, x40, x45, x73, x81, x85, x88}, . . . . The overlapping variables will be chosen

randomly from consecutive groups to form a new group. If we set the overlap size to be the

same as the group size, this would result in five variables being chosen from g0 and five from

g1. For example, g10 = {x0,x3, x22,x54,x66, x73, x81, x85, x88,x92}. The next overlapping
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group would then be created by choosing variables from groups g1 and g2, and so on. This

results in a connected architecture as defined previously.

5.2.2 Differential Grouping

In our experiments, we applied DG to create both distinct and overlapping groups

for MOO. To create variable groups through differential grouping, we used two different

methods:

1. the MOgDG approach as proposed by Cao et al. [17],

2. an approach where we collapsed the groups created along each objective, i.e., we applied

differential grouping to each objective separately and then combined the resulting

groups (Figure 5.1).

The collapsing groups approach works as follows. Figure 5.1 shows a problem with three

objectives and ten variables. In this example, we randomly chose variables to belong to

interaction groups to mimic applying DG along different objectives. The resulting groups

are indicated using different shades of grey. For Obj 1 this resulted in the following groups:

{{x1, x2, x5, x9}, {x3, x7, x8}, {x4, x6, x10}}. The solid lines show the group boundaries for the

relevant objective, and the dotted lines indicate the group boundaries for the other objectives

projected onto the relevant objective. For example, in Figure 5.1, objectives one and two

group variables x1 and x2 in the same group; however, for the third objective, x1 and x2

are in different groups. Based on the third objective’s variable groups, we “extended” the

boundary to the other two objectives to create collapsed groups, this now splits up variables

x1 and x2 for the first two objectives as well. For the overlapping groups, we applied DG

along each objective separately and kept the variable groups created along the objectives.
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Figure 5.1: Example collapsing groups after applying differential grouping along three
objectives for ten variables.

5.3 Experimental Approach

We applied NSGA2, SPEA2, and MOEA/D with different factor architectures to the

DTLZ benchmark suite withM objectives. This test-suite was chosen because of its ability to

scale both the number of variables and the number of objectives to the desired sizes, as well as

their availability in the pymoo library, ensuring correct implementation of the functions [6].

Table 5.1 shows the four characteristics of the DTLZ functions as defined in [65]. Modality is

Unimodal (U) or Multimodal (M). Separability is separable (S) or unknown (?). A function

is biased (Y) when there is a large discrepancy between distribution of solutions in the

variable and objective spaces. Geometry is linear, concave, unknown (?) or disconnected.

In our experiments we set the number of objectives (M) to equal three, five, and ten for

each of the DTLZ problems. We evaluated the results using three metrics: hypervolume

(HV ), spread (S), and adjusted coverage (AC). For each algorithm, the average HV and S

were calculated across ten runs for each problem. The Wilcoxon rank-sum test with α = 5%

was performed to assess statistical significance. The HV and S results are presented for all
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Modality Separability Bias Geometry

D1 M S N linear

D2 U S N concave

D3 M S N concave

D4 U S Y concave

D5 U ? N ?

D6 U ? Y ?

D7 U&M ? N disconnected

Table 5.1: Characteristics of the DTLZ benchmark suite [65].

grouping strategies per algorithm, and are discussed next.

5.4 Results

For clarity, the coverage calculations and results are presented separately for each of

the different decompositions: single population, disjoint, and overlapping decompositions. In

our experiments, we selected a single run at random out of the set of runs for each algorithm

to combine into the union front X∗ and calculate AC, as explain in Chapter 3. We repeated

this step k = 10 times and averaged the results to get the final AC for each algorithm on a

single problem. In each of these sections, we also explain the experimental set-up in more

detail for the different algorithm implementations.

5.4.1 Single Population Experiments

We compared the three different single-population multi-objective evolutionary algo-

rithms: MOEA/D, SPEA2, and NSGA2. The purpose of these experiments is to provide

a baseline for comparison with the CCEA-based methods. We ran each algorithm with a
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population of 500 individuals for 200 generations, which we approximate as 100, 000 fitness

evaluations per algorithm run, and we repeated this 10 times. For each of the algorithms,

the choice of the hyperparameters and mutation and crossover strategies were based on the

original literature [36, 175, 185]. Since the main focus of the research is the influence of

variable grouping on the algorithms, we are able to evaluate this influence regardless of the

used hyperparameters. However, this means we cannot draw conclusions regarding specific

algorithm performance; we can only make claims on the influence of variable grouping.

With regards to MOEA/D, the authors note that the decomposition strategy may impact

the results significantly. To this end, we considered both Chebyshev decomposition and PBI

decomposition with penalty factor θ = 5 as suggested by the authors (as explained in Chapter

2 Section 2.2.4.3) [175]. It is important to note the hyperparameter settings could introduce

bias into the results, since not all algorithms were tuned for these benchmarks. For example,

in the original MOEA/D paper, the algorithm was only applied to DTLZ1 and DTLZ2, and

in the original SPEA2 paper, the algorithm was not applied to the DTLZ benchmark suite,

only to the ZDT benchmarks [184]. Thus we acknowledge that we cannot draw general

performance-based conclusions from these experiments with untuned hyperparameters.

AC results of the single-population experiments are shown in Table 5.2. Note that

NSGA2 consistently contributed the largest percentage of non-dominated solutions to the

union front on the different benchmark functions. There was one exception: three-objective

DTLZ7, where MOEA/D with PBI had the largest percentage of non-dominated solutions.

Interestingly, this was also the only case in which using PBI decomposition had a clear

improvement in terms of AC. This is in contrast to the idea that more sophisticated

scalarization should improve results [175]; however, we only used a single penalty value

of θ = 5, which is likely to impact results. Based on these results, we opted to use the

Chebyshev decomposition in subsequent experiments for all problems except DTLZ7. A

second notable result is that SPEA2 always contributed the fewest non-dominated solutions,
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Problem M
MOEA/D

SPEA2 NSGA2
PBI CH

DTLZ1

3 0.20±0.010 0.19±0.011 0.11±0.010 0.50±0.007

5 0.21±0.003 0.20±0.010 0.16±0.003 0.43±0.010

10 0.21±0.003 0.21±0.003 0.16±0.003 0.43±0.010

DTLZ2

3 0.10±0.034 0.20±0.104 0.17±0.094 0.53±0.124

5 0.20±0.024 0.26±0.042 0.09±0.022 0.45±0.051

10 0.20±0.021 0.22±0.016 0.13±0.014 0.45±0.027

DTLZ3

3 0.07±0.045 0.47±0.344 0.03±0.026 0.43±0.280

5 0.20±0.009 0.22±0.010 0.15±0.004 0.43±0.015

10 0.20±0.008 0.20±0.007 0.15±0.006 0.45±0.021

DTLZ4

3 0.01±0.020 0.03±0.041 0.06±0.014 0.90±0.045

5 0.13±0.041 0.17±0.058 0.00±0.001 0.71±0.040

10 0.16±0.017 0.17±0.004 0.13±0.004 0.54±0.011

DTLZ5

3 0.08±0.020 0.31±0.060 0.04±0.054 0.57±0.040

5 0.11±0.011 0.16±0.006 0.11±0.012 0.62±0.008

10 0.14±0.013 0.15±0.005 0.11±0.005 0.59±0.012

DTLZ6

3 0.22±0.005 0.23±0.007 0.14±0.014 0.41±0.020

5 0.21±0.062 0.21±0.062 0.15±0.048 0.43±0.172

10 0.25±0.102 0.25±0.103 0.19±0.079 0.30±0.284

DTLZ7

3 0.41±0.032 0.22±0.034 0.00±0.000 0.37±0.021

5 0.20±0.009 0.20±0.008 0.11±0.028 0.49±0.018

10 0.17±0.004 0.17±0.004 0.13±0.003 0.53±0.010

Table 5.2: Average adjusted coverage: single-population.
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but its contribution did often improve as the number of objectives increased. This makes

sense, since an increase in objectives often means there are more non-dominated solutions

to be found. These results confirm a known difficulty of many-objective optimization and

emphasizes the importance of performing more research into reducing the number of non-

dominated solutions making it into temporary and final solution sets.

5.4.2 Disjoint Variable Grouping Experiments

Next, we examined the effects of disjoint groupings using two different variable grouping

strategies: linear and random. We applied these strategies to all three base algorithms.

We based the number of generations for CCMOEA on the group size of the method

used. Both linear and random grouping use a static group size; to determine this size we ran

preliminary experiments with different group sizes (50, 100, 200, and 250) and found that

ten groups of 100 variables had the most promising results. Based on the number of groups,

we determined the number of generations to run CCMOEA to be 20, using a population

size of 500 for each subpopulation, to approximate the same 100, 000 function evaluations as

used for the single population algorithms.

When applying the two different DG methods (MOgDG and collapsing DG) to create

disjoint groups, one of two scenarios occurred: 1) all variables ended up in their own group,

or 2) all variables were contained in a single group of all variables. This confirmed the

results found by Cao et al.. We tried applying single-variable grouping optimization, but

this resulted in a high computational overhead and large memory usage, making it infeasible

to run these experiments in a reasonable timeframe, reducing the approach’s usefulness for

real-world applications. Therefore, we only present results for linear and random grouping

used with co-operative co-evolution since the only usable DG results corresponded to the

single-population case (already reported in Section 5.4.1).

We compared the different co-operative co-evolutionary approaches to the single
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NSGA2

Problem M Single Linear Random

DTLZ1

3 0.00±0.000 0.49±0.016 0.51±0.016

5 0.00±0.000 0.00±0.000 0.00±0.000

10 0.00±0.000 0.42±0.054 0.58±0.054

DTLZ2

3 0.86±0.031 0.07±0.016 0.07±0.026

5 0.69±0.034 0.15±0.016 0.16±0.019

10 0.60±0.011 0.19±0.010 0.21±0.006

DTLZ3

3 0.00±0.000 0.53±0.019 0.47±0.019

5 0.00±0.004 0.50±0.014 0.49±0.015

10 0.51±0.225 0.22±0.094 0.27±0.132

DTLZ4

3 0.99±0.010 0.00±0.002 0.01±0.012

5 0.94±0.022 0.00±0.000 0.06±0.022

10 0.89±0.002 0.00±0.000 0.10±0.002

DTLZ5

3 0.93±0.028 0.04±0.017 0.03±0.011

5 0.14±0.139 0.14±0.156 0.72±0.122

10 NEM NEM NEM

DTLZ6

3 0.00±0.000 0.34±0.019 0.66±0.019

5 0.00±0.010 0.43±0.096 0.56±0.101

10 NEM NEM NEM

DTLZ7

3 0.00±0.000 0.43±0.014 0.57±0.014

5 0.00±0.000 0.48±0.023 0.52±0.023

10 0.00±0.000 0.42±0.012 0.58±0.012

Table 5.3: Average adjusted coverage: CC-NSGA2.
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SPEA2

Problem M Single Linear Random

DTLZ1

3 0.00±0.000 0.49±0.016 0.51±0.016

5 0.00±0.000 0.00±0.000 0.00±0.000

10 0.00±0.000 0.42±0.054 0.58±0.054

DTLZ2

3 0.86±0.031 0.07±0.016 0.07±0.026

5 0.69±0.034 0.15±0.016 0.16±0.019

10 0.60±0.011 0.19±0.010 0.21±0.006

DTLZ3

3 0.00±0.000 0.53±0.019 0.47±0.019

5 0.00±0.004 0.50±0.014 0.49±0.015

10 0.51±0.225 0.22±0.094 0.27±0.132

DTLZ4

3 0.99±0.010 0.00±0.002 0.01±0.012

5 0.94±0.022 0.00±0.000 0.06±0.022

10 0.89±0.002 0.00±0.000 0.10±0.002

DTLZ5

3 0.70±0.097 0.14±0.066 0.17±0.051

5 0.01±0.004 0.00±0.002 0.99±0.005

10 NEM NEM NEM

DTLZ6

3 0.00±0.000 0.39±0.103 0.61±0.103

5 0.00±0.000 0.03±0.054 0.97±0.054

10 NEM NEM NEM

DTLZ7

3 0.00±0.000 0.43±0.014 0.57±0.014

5 0.00±0.000 0.48±0.023 0.52±0.023

10 0.00±0.000 0.42±0.012 0.58±0.012

Table 5.4: Average adjusted coverage: CC-SPEA.
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MOEA/D

Problem M Single Linear Random

DTLZ1

3 0.00±0.000 0.49±0.016 0.51±0.016

5 0.00±0.000 0.00±0.000 0.00±0.000

10 0.00±0.000 0.42±0.054 0.58±0.054

DTLZ2

3 0.86±0.031 0.07±0.016 0.07±0.026

5 0.69±0.034 0.15±0.016 0.16±0.019

10 0.60±0.011 0.19±0.010 0.21±0.006

DTLZ3

3 0.00±0.000 0.53±0.019 0.47±0.019

5 0.00±0.004 0.50±0.014 0.49±0.015

10 0.51±0.225 0.22±0.094 0.27±0.132

DTLZ4

3 0.99±0.010 0.00±0.002 0.01±0.012

5 0.94±0.022 0.00±0.000 0.06±0.022

10 0.89±0.002 0.00±0.000 0.10±0.002

DTLZ5

3 0.97±0.017 0.02±0.015 0.01±0.006

5 0.01±0.002 0.18±0.127 0.81±0.125

10 NEM NEM NEM

DTLZ6

3 0.00±0.000 0.39±0.060 0.61±0.060

5 0.01±0.003 0.33±0.186 0.66±0.183

10 NEM NEM NEM

DTLZ7

3 0.00±0.000 0.43±0.014 0.57±0.014

5 0.00±0.000 0.48±0.023 0.52±0.023

10 0.00±0.000 0.42±0.012 0.58±0.012

Table 5.5: Average adjusted coverage: CC-MOEA/D.
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population implementation for each algorithm separately (Tables 5.3–5.5). This enabled

us to check the influence of applying different (disjoint) variable grouping strategies to the

base algorithms. For DTLZ5 and DTLZ6 with ten objectives, over 15, 000 non-dominated

solutions were found for each algorithm run; due to computational resource limitations, this

means we were unable to calculate adjusted coverage. This is indicated in the tables by

NEM (Not Enough Memory). For each of the algorithms, using the co-operative approach

resulted in improved results for DTLZ1, DTLZ3, DTLZ6, and DTLZ7. When looking at the

characteristics of the functions in Table 2.2, we can see that the three multi-modal functions

are the ones for which including a grouping strategy improved the results. The fourth

function, DTLZ6, is unimodal, but it is the only function that has unknown Pareto optima

with bias. In the MOEA/D results for DTLZ1 with three objectives, the single population

algorithm had good coverage but with a large standard deviation, indicating that there was

at least one outlier.

5.4.3 Overlapping Variable Grouping Experiments

We apply the same strategy to determine the number of generations for FEA as we

did for CCMOEA. For linear and random grouping with overlap, since we have a fixed

number of 19 groups, we reduced the population size to 250 to reduce the number of function

evaluations. However, DG dynamically assigns groups, which means we had to adjust the

number of generations and the population size based on the number of groups created by

DG. This resulted in a small number of generations and smaller population sizes for MOFEA

with DG as the grouping strategy to assure a similar number of fitness evaluations would be

performed for each run of the algorithm.

Table 5.6 shows the number of groups found for each problem’s different objectives

as well as the group sizes. The large number of subpopulation pairs that contain the

same variables, in combination with the small factor and overlap sizes, could explain why
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MOgDG and the collapsing of groups would result in fully separable or fully non-separable

groupings when not maintaining the objective split. For example, for DTLZ1, there are

three factors that contain 900 or more variables, and all other generated factors only contain

2–10 variables. However, there are 155 pairs that contain at least one overlapping variable.

This indicates that most factors overlap, which would result in most if not all variables

appearing to interact with each other, leading to a fully non-separable architecture when

not allowing for overlap. The only problem that we found to be fully non-separable when

applying DG is DTLZ7; all variables appeared to be interacting for each of the objectives.

Because this effectively reduced the grouping to a single population, we did not run DG

experiments on DTLZ7. When running our experiments for the ten-objective problems, we

found that running FEA with the factor architecture generated using DG was too slow to

run successfully for all problems but DTLZ1. In Tables 5.7–5.9, these results are indicated as

not available (N/A), not to be confused with NEM that indicates we were unable to calculate

the adjusted coverage due to memory limits.

Adding in overlap improved results compared to the single population for the problems

where using a distinct grouping approach was beneficial. For the problems where single

population NSGA2 remained the most effective approach, the inclusion of overlap also

helped, but with no statistically significant difference. But, whereas the distinct groupings

made little to no contribution to the total front, the FEA approach contributed new solutions

to the front. This indicates that FEA may be exploring different parts of the variable

and objective space, thus improving exploration as desired. Furthermore, we found that

using differential grouping to create the overlapping factor architecture achieved the largest

improvement in results for several problems, but this came with a trade-off in computational

cost since DG created between 18 and 800 factors with a large amount of overlap (Table 5.6).

Since we did not perform any parallelization or multi-processing, this resulted in runtimes
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M

Problem Characteristics 3 5 10

DTLZ1

# factors 37 202 152

Avg factor size 54 20 59

# pop. pairs w/ overlap 155 1455 2128

Avg overlap size 6.5 4 17

DTLZ2

# factors 24 286 294

Avg factor size 83 10 27

# pop. pairs w/ overlap 84 627 2104

Avg overlap size 12 5 13

DTLZ3

# factors 18 34 57

Avg factor size 111 118 67

# pop. pairs w/ overlap 46 217 2368

Avg overlap size 22 28 15

DTLZ4

# factors 20 32 72

Avg factor size 100 125 125

# pop. pairs w/ overlap 74 151 767

Avg overlap size 14 40 47

DTLZ5

# factors 26 182 283

Avg factor size 77 22 25

# pop. pairs w/ overlap 98 1391 1749

Avg overlap size 10 4 12

DTLZ6

# factors 34 151 781

Avg factor size 59 4 12

# pop. pairs w/ overlap 143 1506 18488

Avg overlap size 7 4 2

DTLZ7
# factors 1 1 1

Avg factor size 1000 1000 1000

Table 5.6: Grouping summary with three, five, and ten objectives after applying DG to each
objective.
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NSGA2

Problem M Single Lin. Ov. Rand. Ov. DG

DTLZ1

3 0.33±0.431 0.13±0.096 0.20±0.139 0.35±0.231

5 0.00±0.000 0.39±0.179 0.18±0.262 0.43±0.192

10 0.00±0.000 0.16±0.034 0.00±0.000 0.84±0.034

DTLZ2

3 0.81±0.069 0.03±0.016 0.07±0.056 0.09±0.043

5 0.76±0.252 0.07±0.091 0.02±0.025 0.15±0.142

10 0.72±0.041 0.18±0.032 0.10±0.063 N/A

DTLZ3

3 0.00±0.000 0.46±0.042 0.01±0.028 0.53±0.056

5 0.00±0.000 0.81±0.051 0.12±0.036 0.07±0.033

10 0.11±0.201 0.78±0.174 0.11±0.046 N/A

DTLZ4

3 0.83±0.124 0.09±0.091 0.00±0.008 0.08±0.053

5 0.32±0.156 0.11±0.063 0.02±0.020 0.55±0.098

10 0.42±0.326 0.08±0.059 0.50±0.309 N/A

DTLZ5

3 0.87±0.071 0.01±0.016 0.06±0.085 0.07±0.023

5 0.11±0.039 0.00±0.003 0.17±0.260 0.73±0.241

10 0.06±0.018 0.76±0.141 0.18±0.141 N/A

DTLZ6

3 0.00±0.000 0.42±0.059 0.00±0.000 0.58±0.059

5 0.01±0.022 0.87±0.102 0.06±0.052 0.06±0.051

10 0.05±0.031 0.81±0.103 0.14±0.086 N/A

DTLZ7

3 0.00±0.000 1.00±0.000 0.00±0.000 N/A

5 0.00±0.000 1.00±0.000 0.00±0.000 N/A

10 0.00±0.000 1.00±0.000 0.00±0.000 N/A

Table 5.7: Average adjusted coverage: F-NSGA2.
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SPEA2

Problem M Single Lin. Ov. Rand. Ov. DG

DTLZ1

3 0.00±0.000 0.22±0.047 0.15±0.048 0.62±0.047

5 0.00±0.001 0.16±0.076 0.06±0.079 0.79±0.116

10 0.00±0.001 0.27±0.050 0.00±0.000 0.73±0.050

DTLZ2

3 0.23±0.248 0.14±0.061 0.23±0.139 0.40±0.203

5 0.49±0.010 0.07±0.011 0.07±0.030 0.37±0.029

10 0.58±0.090 0.20±0.047 0.22±0.102 N/A

DTLZ3

3 0.00±0.000 0.72±0.043 0.07±0.033 0.21±0.044

5 0.00±0.003 0.43±0.086 0.25±0.114 0.32±0.057

10 0.00±0.015 0.42±0.091 0.57±0.100 N/A

DTLZ4

3 0.37±0.161 0.13±0.098 0.15±0.102 0.36±0.077

5 0.15±0.071 0.09±0.017 0.27±0.062 0.49±0.030

10 0.26±0.206 0.21±0.088 0.53±0.134 N/A

DTLZ5

3 0.23±0.128 0.13±0.076 0.29±0.204 0.36±0.165

5 0.02±0.014 0.20±0.405 0.00±0.003 0.77±0.393

10 0.02±0.013 0.91±0.206 0.07±0.203 N/A

DTLZ6

3 0.00±0.000 1.00±0.000 0.00±0.000 0.00±0.000

5 0.00±0.000 0.00±0.000 0.22±0.204 0.78±0.204

10 0.00±0.000 0.83±0.166 0.17±0.166 N/A

DTLZ7

3 0.00±0.000 1.00±0.000 0.00±0.000 N/A

5 0.00±0.000 1.00±0.000 0.00±0.000 N/A

10 0.00±0.000 1.00±0.000 0.00±0.000 N/A

Table 5.8: Average adjusted coverage: F-SPEA2.
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MOEA/D

Problem M Single Lin. Ov. Rand. Ov. DG

DTLZ1

3 0.03±0.045 0.35±0.119 0.30±0.122 0.33±0.083

5 0.04±0.056 0.22±0.096 0.18±0.184 0.55±0.250

10 0.04±0.056 0.22±0.113 0.25±0.159 0.48±0.266

DTLZ2

3 0.08±0.102 0.15±0.147 0.25±0.163 0.52±0.192

5 0.42±0.088 0.09±0.046 0.26±0.066 0.23±0.044

10 0.49±0.047 0.14±0.032 0.37±0.060 N/A

DTLZ3

3 0.02±0.037 0.48±0.074 0.01±0.019 0.50±0.078

5 0.24±0.126 0.64±0.118 0.04±0.025 0.08±0.037

10 0.36±0.158 0.38±0.178 0.26±0.136 N/A

DTLZ4

3 0.03±0.066 0.11±0.107 0.45±0.091 0.41±0.086

5 0.15±0.142 0.11±0.038 0.30±0.064 0.44±0.094

10 0.20±0.208 0.06±0.031 0.74±0.188 N/A

DTLZ5

3 0.05±0.133 0.03±0.047 0.46±0.121 0.47±0.123

5 N.E.M. N.E.M. N.E.M. N.E.M.

10 N.E.M. N.E.M. N.E.M. N/A

DTLZ6

3 0.00±0.000 0.34±0.044 0.00±0.000 0.66±0.044

5 N.E.M. N.E.M. N.E.M. N.E.M.

10 N.E.M. N.E.M. N.E.M. N/A

DTLZ7

3 0.00±0.000 1.00±0.009 0.00±0.009 N/A

5 0.00±0.000 0.94±0.060 0.06±0.060 N/A

10 0.00±0.000 0.97±0.031 0.03±0.031 N/A

Table 5.9: Average adjusted coverage: F-MOEA/D.
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of twelve hours or more for a single experiment for three objectives. 1

5.5 Discussion

Table 5.11 shows the average AC across the three different algorithms for the

decomposition methods that improved over their single population versions. We only show

results for DTLZ1, DTLZ3, DTLZ4, and DTLZ7, since, for DTLZ2, no decomposition

approach covered the majority of the union front when compared to their single population

implementation, and we did not have enough computational resources to calculated the

AC for DTLZ5 and DTLZ6. The coverage results differed greatly across the problems,

and there was considerable variance for several solution sets. A possible explanation for

this phenomenon is the use of function evaluations as the stopping criterion. Due to the

stochastic aspect of population-based algorithms, the number of generations it takes for an

algorithm to converge can vary widely. Since we chose a relatively small number of function

evaluations (to enable running a large number of experiments), it is likely that the algorithms

did not converge at the same rate across different iterations, resulting in non-trivial levels

of variance in the final non-dominated archives. The coverage results also indicate that

different algorithms explore different parts of the non-dominated space, as shown by the fact

that a single algorithm’s non-dominated solution set rarely contributed to the majority of

the union front. The only exceptions to this were DTLZ2 and 3-objective DTLZ4, where

single population NSGA2 performed well.

We present the hypervolume results in Tables 5.12–5.14 and spread in Tables 5.15–5.17.

When considering HV , we see that all approaches performed well on DTLZ1, most likely

due to the linear geometry of the Pareto front, making it one of the easier problems to

solve. However, the spread results for DTLZ1 are very low for each algorithm. That said,

1 We cannot compare runtimes accurately since, among other reasons, we were using different machines
to perform different sets of experiments [80].
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DTLZ1

Algorithhm Grouping 3 5 10

NSGA2
Rand 0.08±0.014 0.02±0.011 0.02±0.010

DG 0.26±0.065 0.06±0.007 0.09±0.036

SPEA2
Lin 0.21±0.011 0.14±0.009 0.05±0.007

DG 0.25±0.045 0.41±0.014 0.40±0.018

MOEA/D
Lin. Ov. 0.20±0.054

DG 0.37±0.016 0.44±0.032

DTLZ3

Algorithhm Grouping 3 5 10

NSGA2

Lin 0.13±0.015 0.12±0.008

Rand 0.10±0.007

Lin. Ov. 0.11±0.016 0.18±0.025

DG 0.14±0.040

SPEA2

Lin 0.20±0.023 0.15±0.005 0.26±0.008

Rand 0.21±0.034 0.15±0.005 0.26±0.007

Lin. Ov. 0.18±0.029 0.13±0.007

MOEA/D

Rand 0.12±0.009 0.21±0.013

Lin. Ov. 0.11±0.011 0.10±0.038

DG 0.14±0.013

Table 5.10: Average adjusted coverage: DTLZ1 and DTLZ3.

single population algorithms had a low HV for DTLZ3, DTLZ6, and DTLZ7, but these were

the problems for which spread was higher. This seems to indicate that when more diverse

solutions were found, they were located in regions of the objective space that did not add to
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DTLZ4

Algorithm Grouping 3 5 10

NSGA2

Single 0.91±0.027 0.28±0.063 0.46±0.071

Rand. Ov. 0.25±0.121

DG 0.35±0.042

SPEA2
Rand. Ov. 0.12±0.026

DG 0.07±0.034 0.12±0.044

MOEA/D
Rand. Ov. 0.02±0.013 0.16±0.025

DG 0.25±0.043

DTLZ7

Algorithm Grouping 3 5 10

NSGA
Rand 0.21±0.010 0.19±0.008 0.23±0.015

Lin. Ov. 0.20±0.010 0.17±0.010 0.09±0.028

SPEA
Rand 0.05±0.018 0.18±0.014 0.26±0.018

Lin. Ov. 0.16±0.007 0.14±0.013 0.21±0.017

MOEA/D
Rand 0.19±0.005 0.18±0.008 0.18±0.031

Lin. Ov. 0.20±0.010 0.14±0.032 0.04±0.017

Table 5.11: Average adjusted coverage: DTLZ4 and DTLZ7.

an improved Pareto front approximation.

Single population NSGA2 outperformed the other algorithms significantly on DTLZ2.

DTLZ2 is a unimodal, concave problem that is considered to be separable. Given this,

it makes sense that a single population approach would perform well, since creating

separate subproblems could introduce more complexity than is necessary, resulting in slower

convergence. When multi-modality was introduced in DTLZ3, we found that the results
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NSGA2

Problem M Single Linear Lin. Ov. Random Rand. Ov. DG

DTLZ1

3 0.989±0.018 0.996±0.002 0.995±0.005 0.995±0.003 0.999±0.001 0.999±0.001

5 0.999±0.000 0.999±0.000 0.999±0.000 0.999±0.000 0.999±0.000 0.999±0.000

10 0.999±0.000 0.999±0.000 0.999±0.000 0.999±0.000 0.999±0.000 N/A

DTLZ2

3 0.999±0.000 0.173±0.015 0.999±0.001 0.140±0.030 0.997±0.003 0.999±0.000

5 0.992±0.007 0.227±0.035 0.991±0.005 0.191±0.036 0.977±0.018 0.996±0.003

10 0.986±0.004 0.494±0.072 0.984±0.007 0.471±0.031 0.926±0.016 N/A

DTLZ3

3 0.410±0.016 0.988±0.003 0.989±0.002 0.990±0.001 0.818±0.045 0.991±0.001

5 0.339±0.039 0.999±0.000 0.999±0.000 0.999±0.000 0.735±0.041 0.702±0.054

10 0.270±0.037 0.999±0.000 0.999±0.000 0.999±0.000 0.660±0.057 N/A

DTLZ4

3 0.999±0.002 0.147±0.018 0.998±0.003 0.220±0.010 0.999±0.001 0.999±0.000

5 0.991±0.000 0.000±0.000 0.994±0.005 0.381±0.043 0.999±0.000 0.999±0.000

10 0.989±0.000 0.000±0.000 0.991±0.008 0.457±0.068 0.999±0.000 N/A

DTLZ5

3 0.999±0.000 0.159±0.019 0.995±0.003 0.172±0.017 0.994±0.003 0.999±0.001

5 0.946±0.013 0.216±0.043 0.665±0.073 0.491±0.277 0.878±0.022 0.984±0.007

10 0.931±0.014 0.540±0.071 0.862±0.018 0.617±0.045 0.859±0.017 N/A

DTLZ6

3 0.172±0.021 0.999±0.000 0.999±0.000 0.999±0.000 0.319±0.025 0.999±0.000

5 0.104±0.025 0.999±0.000 0.999±0.000 0.999±0.000 0.273±0.017 0.315±0.088

10 0.096±0.016 0.999±0.000 0.999±0.000 0.999±0.000 0.221±0.070 N/A

DTLZ7

3 0.177±0.002 0.721±0.003 0.725±0.006 0.726±0.004 0.606±0.010 N/A

5 0.049±0.016 0.726±0.005 0.726±0.004 0.726±0.003 0.462±0.019 N/A

10 0.002±0.001 0.711±0.002 0.710±0.003 0.719±0.002 0.125±0.031 N/A

Table 5.12: NSGA2 Hypervolume (HV) results.

were much less straightforward. Grouping strategies improved HV , but not necessarily

spread. But when considering AC, the different versions of SPEA2 contributed the most

non-dominated solutions for all three instances of DTLZ3. This makes it difficult to draw any
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SPEA2

Problem M Single Linear Lin. Ov. Random Rand. Ov. DG

DTLZ1

3 0.996±0.008 0.998±0.001 0.999±0.001 0.998±0.001 0.999±0.000 0.999±0.000

5 0.999±0.000 0.999±0.000 0.999±0.000 0.999±0.000 0.999±0.000 0.999±0.000

10 0.999±0.000 0.999±0.000 0.999±0.000 0.999±0.000 0.999±0.000 N/A

DTLZ2

3 0.981±0.003 0.277±0.017 0.996±0.001 0.295±0.021 0.997±0.001 0.999±0.000

5 0.978±0.001 0.398±0.037 0.960±0.018 0.460±0.019 0.983±0.009 0.999 0

10 0.977±0.004 0.541±0.042 0.912±0.022 0.683±0.027 0.964±0.012 N/A

DTLZ3

3 0.261±0.025 0.903±0.008 0.916±0.012 0.949±0.013 0.612±0.025 0.620±0.020

5 0.236±0.006 0.912±0.007 0.928±0.009 0.981±0.004 0.621±0.020 0.716±0.014

10 0.192±0.026 0.946±0.011 0.973±0.011 0.994±0.003 0.546±0.017 N/A

DTLZ4

3 0.973±0.002 0.184±0.003 0.990±0.014 0.266±0.072 0.999±0.000 0.999±0.000

5 0.968±0.005 0.000±0.000 0.992±0.000 0.481±0.042 0.999±0.002 0.999±0.000

10 0.939±0.013 0.000±0.000 0.975±0.012 0.534±0.045 0.999±0.001 N/A

DTLZ5

3 0.983±0.005 0.255±0.010 0.979±0.020 0.292±0.009 0.998±0.001 0.998±0.001

5 0.972±0.009 0.373±0.023 0.559±0.177 0.525±0.162 0.980±0.006 0.963±0.008

10 0.974±0.006 0.473±0.048 0.632±0.039 0.843±0.074 0.944±0.021 N/A

DTLZ6

3 0.193±0.014 0.999±0.000 0.999±0.000 0.999±0.000 0.365±0.018 0.400±0.018

5 0.201±0.015 0.998±0.000 0.998±0.000 0.999±0.000 0.377±0.028 0.377±0.037

10 0.160±0.019 0.998±0.000 0.998±0.000 0.999±0.000 0.352±0.069 N/A

DTLZ7

3 0.033±0.009 0.735±0.004 0.732±0.001 0.732±0.003 0.271±0.086 N/A

5 0.011±0.006 0.734±0.002 0.733±0.001 0.734±0.003 0.077±0.024 N/A

10 0.001±0.002 0.728±0.002 0.726±0.002 0.731±0.001 0.014±0.007 N/A

Table 5.13: SPEA2 Hypervolume (HV) results.

conclusions on which decomposition method would be best to solve problems with a multi-

modal, concave Pareto front; however, it appears that SPEA2 might be the appropriate base

algorithm to use.
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MOEA/D

Problem M Single Linear Lin. Ov. Random Rand. Ov. DG

DTLZ1

3 0.999±0.000 0.999±0.001 0.999±0.000 0.999±0.001 0.999±0.000 0.999±0.000

5 0.999±0.000 0.999±0.000 0.999±0.000 0.999±0.000 0.999±0.000 0.999±0.000

10 0.999±0.000 0.999±0.000 0.999±0.000 0.999±0.000 0.999±0.000 N/A

DTLZ2

3 0.987±0.001 0.305±0.021 0.999±0.001 0.319±0.016 0.999±0.001 0.999±0.000

5 0.993±0.003 0.279±0.062 0.997±0.003 0.542±0.018 0.999±0.001 0.998±0.000

10 0.986±0.007 0.413±0.083 0.999±0.000 0.464±0.105 0.999±0.001 N/A

DTLZ3

3 0.538±0.011 0.967±0.018 0.989±0.002 0.975±0.012 0.935±0.015 0.990±0.001

5 0.496±0.051 0.999±0.000 0.999±0.000 0.999±0.001 0.929±0.011 0.887±0.020

10 0.444±0.053 0.999±0.001 0.999±0.000 0.998±0.003 0.844±0.019 N/A

DTLZ4

3 0.978±0.031 0.137±0.069 0.991±0.008 0.273±0.074 0.999±0.000 0.993±0.012

5 0.996±0.004 0.281±0.068 0.999±0.001 0.499±0.032 0.999±0.000 0.999±0.000

10 0.978±0.030 0.002±0.002 0.992±0.014 0.422±0.132 0.999±0.000 N/A

DTLZ5

3 0.980±0.002 0.261±0.024 0.997±0.001 0.294±0.013 0.999±0.000 0.999±0.000

5 0.933±0.031 0.219±0.026 0.643±0.081 0.312±0.296 0.989±0.009 0.985±0.010

10 0.922±0.032 0.312±0.043 0.775±0.061 0.317±0.087 0.953±0.015 N/A

DTLZ6

3 0.122±0.046 0.999±0.000 0.999±0.000 0.999±0.000 0.741±0.011 0.999±0.000

5 0.112±0.038 0.999±0.000 0.999±0.000 0.999±0.000 0.317±0.027 0.306±0.118

10 0.150±0.071 0.999±0.000 0.999±0.000 0.999±0.000 0.229±0.028 N/A

DTLZ7

3 0.179±0.017 0.745±0.004 0.746±0.002 0.745±0.001 0.547±0.043 N/A

5 0.053±0.013 0.730±0.002 0.736±0.008 0.742±0.001 0.183±0.134 N/A

10 0.023±0.006 0.713±0.005 0.711±0.002 0.737±0.001 0.006±0.008 N/A

Table 5.14: MOEA/D Hypervolume (HV) results.

Linear and random decomposition approaches resulted in low HV for DTLZ2, DTLZ4,

and DTLZ5 (which are all unimodal) for each objective, although they did not improve as

the number of objectives increased. Random grouping had significantly better performance
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NSGA2

Problem M Single Linear Lin. Ov. Random Rand. Ov. DG

DTLZ1

3 0.081±0.047 0.025±0.002 0.024±0.005 0.023±0.003 0.028±0.001 0.026±0.001

5 0.000±0.000 0.000±0.000 0.000±0.000 0.000±0.000 0.000±0.000 0.000±0.000

10 0.000±0.000 0.000±0.000 0.000±0.000 0.000±0.000 0.000±0.000 N/A

DTLZ2

3 0.157±0.156 1.620±0.038 0.222±0.053 1.717±0.009 0.137±0.124 0.047±0.024

5 0.006±0.004 1.689±0.029 0.838±0.170 1.714±0.010 0.257±0.451 1.674±0.007

10 0.000±0.000 1.580±0.083 1.190±0.070 1.715±0.005 0.001±0.002 N/A

DTLZ3

3 1.172±0.083 0.416±0.005 0.440±0.012 0.421±0.000 1.086±0.111 0.554±0.052

5 0.284±0.150 0.387±0.011 0.395±0.008 0.399±0.002 0.870±0.188 1.092±0.134

10 0.000±0.000 0.417±0.015 0.417±0.018 0.425±0.012 0.180±0.119 N/A

DTLZ4

3 0.104±0.121 1.344±0.059 0.156±0.044 1.714±0.012 0.155±0.030 0.049±0.017

5 0.004±0.000 0.000±0.000 0.151±0.050 1.723±0.003 0.390±0.030 0.034±0.034

10 0.004±0.000 0.000±0.000 0.101±0.030 1.492±0.137 0.485±0.029 N/A

DTLZ5

3 0.105±0.104 1.651±0.020 0.283±0.076 1.670±0.017 0.016±0.013 0.036±0.015

5 0.011±0.007 1.677±0.037 1.546±0.055 1.615±0.153 0.155±0.112 1.438±0.162

10 0.000±0.000 1.622±0.071 1.569±0.086 1.396±0.615 0.013±0.023 N/A

DTLZ6

3 0.836±0.116 0.002±0.000 0.002±0.000 0.002±0.000 1.148±0.156 0.040±0.047

5 0.106±0.041 0.017±0.002 0.145±0.082 0.003±0.001 0.891±0.105 1.051±0.252

10 0.000±0.000 0.007±0.004 0.131±0.088 0.011±0.009 0.133±0.147 N/A

DTLZ7

3 1.066±0.124 0.766±0.270 0.875±0.018 0.579±0.223 0.687±0.375 N/A

5 0.548±0.220 0.920±0.285 0.947±0.139 0.752±0.249 1.372±0.150 N/A

10 0.023±0.006 0.713±0.005 0.711±0.002 0.737±0.001 0.006±0.008 N/A

Table 5.15: NSGA2 Spread Indicator (SI) results.

on DTLZ7 for HV on all objectives and for spread on five- and ten-objective DTLZ7. Given

that DTLZ7 is known to have a disconnected geometry, this makes sense since overlap could

add connections between variables where there are none.
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SPEA2

Problem M Single Linear Lin. Ov. Random Rand. Ov. DG

DTLZ1

3 0.038±0.020 0.027±0.001 0.027±0.001 0.026±0.001 0.028±0.000 0.028±0.000

5 0.000±0.000 0.000±0.000 0.000±0.000 0.000±0.000 0.000±0.000 0.000±0.000

10 0.000±0.000 0.000±0.000 0.000±0.000 0.000±0.000 0.000±0.000 N/A

DTLZ2

3 0.026±0.007 1.299±0.070 0.130±0.030 1.404±0.098 0.083±0.065 0.047±0.012

5 0.016±0.003 1.421±0.067 0.354±0.101 1.389±0.031 0.199±0.281 0.065 0.01

10 0.001±0.001 1.285±0.064 0.755±0.192 1.464±0.101 0.110±0.082 N/A

DTLZ3

3 0.912±0.113 0.323±0.009 0.366±0.019 0.375±0.016 1.429±0.048 1.558±0.023

5 0.615±0.061 0.277±0.010 0.326±0.013 0.358±0.010 1.162±0.113 1.351±0.120

10 0.524±0.115 0.328±0.022 0.367±0.013 0.393±0.014 0.422±0.172 N/A

DTLZ4

3 0.010±0.002 1.255±0.094 0.204±0.068 1.498±0.147 0.098±0.041 0.046±0.025

5 0.012±0.002 0.000±0.000 0.109±0.033 1.547±0.173 0.312±0.075 0.214±0.149

10 0.012±0.001 0.000±0.000 0.102±0.073 1.405±0.144 0.324±0.036 N/A

DTLZ5

3 0.031±0.005 1.168±0.102 0.221±0.077 1.320±0.090 0.030±0.019 0.024±0.004

5 0.011±0.004 1.241±0.075 1.122±0.239 1.493±0.085 0.174±0.060 0.296±0.207

10 0.001±0.001 1.334±0.062 1.329±0.080 0.111±0.054 0.105±0.064 N/A

DTLZ6

3 0.892±0.128 0.002±0.001 0.001±0.000 0.002±0.000 1.484±0.070 1.511±0.077

5 0.794±0.123 0.002±0.003 0.093±0.078 0.007±0.003 1.189±0.102 1.164±0.251

10 0.491±0.142 0.000±0.000 0.022±0.043 0.005±0.003 0.317±0.098 N/A

DTLZ7

3 0.617±0.059 1.272±0.017 1.254±0.062 1.326±0.031 0.929±0.122 N/A

5 0.714±0.068 1.470±0.121 1.487±0.079 1.561±0.017 1.238±0.161 N/A

10 0.716±0.063 1.425±0.074 1.425±0.140 1.490±0.036 1.336±0.060 N/A

Table 5.16: SPEA2 Spread Indicator (SI) results.

Overall, overlapping methods resulted in a good HV for most functions, with DTLZ7

being the only exception. The overlapping techniques appeared to be the most beneficial

for DTLZ4, DTLZ5, and DTLZ6, each with statistically significant results compared to the
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MOEA/D

Problem M Single Linear Lin. Ov. Random Rand. Ov. DG

DTLZ1

3 0.118±0.002 0.028±0.001 0.028±0.000 0.028±0.001 0.029±0.000 0.025±0.000

5 0.000±0.000 0.000±0.000 0.000±0.000 0.000±0.000 0.000±0.000 0.000±0.000

10 0.000±0.000 0.000±0.000 0.000±0.000 0.000±0.000 0.000±0.000 N/A

DTLZ2

3 0.539±0.009 1.719±0.018 0.326±0.063 1.689±0.044 0.210±0.083 0.163±0.073

5 0.545±0.041 1.729±0.002 0.738±0.177 1.718±0.010 0.223±0.093 0.540±0.022

10 0.053±0.046 1.572±0.070 0.584±0.110 1.219±0.087 0.068±0.058 N/A

DTLZ3

3 1.639±0.225 0.395±0.018 0.447±0.013 0.407±0.010 0.846±0.047 0.555±0.086

5 1.506±0.106 0.393±0.004 0.410±0.016 0.380±0.023 1.133±0.053 1.380±0.077

10 0.236±0.236 0.330±0.051 0.380±0.045 0.380±0.034 0.306±0.165 N/A

DTLZ4

3 0.456±0.092 1.127±0.563 0.161±0.094 1.563±0.177 0.180±0.027 0.091±0.050

5 0.519±0.050 1.478±0.127 0.427±0.146 1.652±0.120 0.324±0.038 0.423±0.049

10 0.488±0.084 0.300±0.557 0.179±0.152 1.562±0.166 0.463±0.039 N/A

DTLZ5

3 0.576±0.024 1.717±0.012 0.544±0.070 1.713±0.014 0.131±0.011 0.155±0.035

5 0.254±0.148 1.496±0.119 1.512±0.122 1.621±0.112 0.484±0.043 0.434±0.089

10 0.003±0.005 1.375±0.210 1.404±0.134 1.588±0.114 0.009±0.010 N/A

DTLZ6

3 1.723±0.003 0.002±0.000 0.002±0.000 0.002±0.000 1.360±0.079 0.002±0.000

5 1.098±0.160 0.009±0.008 0.070±0.078 0.017±0.008 1.140±0.100 0.914±0.552

10 0.054±0.083 0.001±0.000 0.001±0.000 0.001±0.000 0.180±0.213 N/A

DTLZ7

3 1.374±0.017 1.320±0.006 1.328±0.007 1.289±0.030 1.331±0.058 N/A

5 1.571±0.070 1.477±0.108 1.547±0.104 1.260±0.310 1.027±0.394 N/A

10 1.576±0.159 0.604±0.461 0.430±0.335 1.063±0.287 0.458±0.336 N/A

Table 5.17: MOEA/D Spread Indicator (SI) results.

other results. More specifically, for DTLZ4, random overlap significantly improved HV for

each of the base-algorithms, as did DG for the three- and five-objective problems. In the

case of DTLZ5, DG significantly improved results for three and five objectives for NSGA2
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and MOEA/D. Additionally, random overlap improved results for SPEA2 and MOEA/D for

all objectives. Lastly, linear overlap had significantly better results for all three algorithms

for all objectives when applied to DTLZ6. This is interesting since DTLZ5 and DTLZ6

have unknown geometries, and DTLZ4 and DTLZ6 include bias (Chapter 2 Section 2.3.2).

The results using overlapping subpopulations are consistent with results found by Pryor et

al. [118]; we find that linear and random overlap (which create connected groups) often

perform well even though they do not perform any type of variable interaction learning.

Unfortunately, the coverage results for DTLZ5 and DTLZ6 were inconclusive due to the

aforementioned memory shortage.

Last, we noticed some interesting time-related phenomena in the results that warrant

further investigation. Specifically, we observed that as the number of non-dominated

solutions grew (as in DTLZ5 and DTLZ6), all co-operative versions of MOEA/D slowed

down more than the other algorithms. We believe this may be the result of how the elite

population is updated by the algorithm, since the algorithm updates the elite population after

every offspring y′ is generated [175]. This seemed to result in larger sets of non-dominated

solutions as compared to the other algorithms.

5.6 Concluding Remarks

We identified certain function characteristics that seem to benefit from specific variable

grouping approaches. We summarize our findings per characteristic. When comparing multi-

and uni-modal functions, we found that uni-modal problems with more straightforward

geometries (DTLZ2 and DTLZ4) did not benefit much from variable grouping strategies.

When we considered different geometries more specifically we found the following trends:

1. Disconnected geometry (DTLZ7): Random grouping had signficantly better perfor-

mance.
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2. Unknown geometries and/or bias (DTLZ4, DTLZ5, and DTLZ6): Overlapping groups

seemed to be the most beneficial approach, especially in the five and ten objective

cases.

Lastly, looking at the separability of functions, we confirm results by other authors:

1. Separable: Variable grouping improved results for some but not all separable functions,

indicating that other function characteristics may be more important when dealing with

fully separable problems.

2. Unknown separability (DTLZ5, DTLZ6, and DTLZ7): Overlapping groups generally

improved results, where three objective DTLZ5 was the only exception.

We confirmed the results of Li et al. [85], who found that certain problems in the

DTLZ test-suite are partially separable when applying DG to the separate objectives. To

address this partial separability, we used overlapping subpopulations through the MOFEA

framework. We showed that MOFEA is applicable to different algorithms, and offers

improvements over single population algorithms in different situations. Furthermore, we

found that DG had good results, but it was slower than the other grouping strategies. We

believe this is due to the number of groups created as well as the number of overlapping

variables, since more overlap means more iterations in the compete step of MOFEA.

Overall, random and linear overlap improved the results as compared to single and disjoint

populations in many cases, providing more support for the idea that a connected grouping

may be more important than accurate variable interaction learning.

Finally, we empirically confirmed that as the number of objectives increases, so does

the number of non-dominated solutions. For problems DTLZ5 and DTLZ6, the final non-

dominated solution sets contained thousands of solutions for the five- and ten-objective

versions of the problem. This raised the question how such large solution sets could be made
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more manageable for a human end-user to make a decision on which solution to use; which

is the focus of the next chapter.
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CHAPTER SIX

SOLUTION SET REDUCTION

In the previous chapter, the five and ten objective results for the DTLZ5 and DTLZ6

benchmark problems provided a good example of the curse of dimensionality that occurs

in MaOO. This led us to exploring ways to reduce the size of the final non-dominated

solution set, which is the primary focus of this chapter. Inspired by the idea of overlapping

subpopulations, we created the Objective Archive Management (OAM) strategy. We present

OAM as a novel solution set reduction approach and offer a visualization strategy of the

reduced solution sets in higher objective spaces.

6.1 Related Work and Motivation

To reduce the number of non-dominated solutions as the objective space increases,

decomposition-based approaches such as MOEA/D [175] and NSGA3 [34] are used widely.

However, these approaches rely on pre-defined reference vectors (using a weight vector) to

guide the search. Such approaches come with their own set of issues, the most prominent

being the decrease in diversity and the need to determine the appropriate weight vectors [70].

Several adjustments to these decomposition based methods have been proposed to address

these issues [28, 46, 59, 93, 115, 172].

To better address the issue of diversity loss in MaOO, methods adjusting the selection

criteria have been proposed. This is accomplished by changing the Pareto dominance rela-

tionship or creating a specialized fitness function, where the adjustments focus on achieving

a good balance between diversity and convergence. This has been accomplished through

methods such as α-dominance [66], dominance-ratio adjustment [125], objective reduction

based on dominance relations [12], maximum-vector-angle-first principle [162], generalized
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Pareto optimality [181], and adjusted distribution estimation [166]. Similarly, using a

performance indicator to evaluate solutions can be an effective strategy. Hypervolume-based

evolutionary algorithms are the most common approach [35, 102], but the hypervolume

calculation has two serious drawbacks: its dependence on a reference point and the high

computational cost [26].

Archive maintenance tactics offer a different kind of solution to the problems found

in MaOO. In this approach, the focus lies on an external archive that maintains the set of

found non-dominated solutions. Archive management strategies often use ideas from the

aforementioned methods, for example, using the hypervolume indicator [78], reference-point

based archive management [10], and two-archive based methods where one archive focuses

on diversity (indicator-based) and the other on convergence (Pareto-based) [16, 156, 176].

Each of the aforementioned approaches offers ways to balance convergence and diversity

as the objectives increase, but they do not address the issue of large non-dominated solution

sets for the end-user to inspect. Most of the research focusing on helping the decision maker

in their choice for a final solution focuses on dimensionality reduction to aid in visualization

[26] or by incorporating preferences directly into the search processes [56, 86, 154]. However,

dimensionality reduction comes at the cost of information loss in the objective space, and

preferences are highly domain-specific.

There has been research in selecting a subset of solutions after the final non-dominated

solution set has been generated, but most research in this area has focused on using the

hypervolume metric to find the best solution subset [102, 131]. However, as previously

mentioned, the hypervolume indicator comes with two major drawbacks [26]. A more

promising approach was presented by Takagi et al., where they perform environmental

selection based on an MOEA’s chosen selection procedure [142]. The authors used NSGA2

as an example for their method. Given a solution set S that needs to be reduced to a

size k, the authors propose sorting S based on NSGA2’s environmental selection procedure:
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the crowding distance. In other words, the crowding distance is calculated for each of the

solutions in S, and the k best solutions according to the crowding distance are selected to

create a new solution set. There are two downsides to this approach: it requires 1) a pre-

defined solution set size and 2) a specific algorithm to be selected to determine the type of

environmental selection to be applied. The latter means that expert knowledge is required

to make an appropriate choice [160].

With our approach, we focus on managing the number of non-dominated solutions

using a multi-archive approach to facilitate decision making for the end user. Our archive

management strategy creates separate archives of non-dominated solutions for each objective,

where each archive focuses on maintaining the best solutions for the relevant objective while

introducing diversity. We update the objective archives throughout the generations, and

after the final generation, we find the solutions that belong to multiple archives to create a

small final solution set to present to the end user.

It is important to note that creating a diverse set of non-dominated solutions is not

part of this research. We did not aim to improve the optimization process that tries to find

an approximation to the optimal Pareto front. Our aim is to reduce these solution sets, as

generated by any MOEA, for an end user that wishes to make as little decisions as possible

in regards to how to reduce a large non-dominated solution set. Furthermore, our approach

does not require reducing the number of objectives, defining a fixed size of the final solution

set, or the need for expert knowledge (either to determine reference vectors or for algorithm

selection). In other words, our algorithm can be used by people with limited to no knowledge

on MaOO.

6.2 Objective Archive Management

Since we are organizing a group of non-dominated solutions S (the archive) into

subgroups Si for each objective, we call our algorithm “objective” archive management
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(OAM). Key to the approach is the management of diversity of the solutions in the archive(s).

Diversity is determined by creating a dissimilarity or distance matrix Md for the solutions’

variables (Mdvar) and fitness scores (Mdfit) separately. We refer to the form as being diverse

in the variable space and the latter as being diverse in the objective space.

Our approach is as follows. For each objectiveMi, we sort S according to that objective.

The first k% solutions of the sorted set are added to Si. Then the second k% of the original

solution set are selected, from which ℓ% diversity solutions are chosen; half of which are

diverse in the objective space, and half of which are diverse in the variable space. Selecting

for diversity in this way ensures that the chosen diversity solutions are still good solutions

for objective Mi. The objective archive solution selection process is shown in Figure 6.1 and

the general pseudocode is given in Algorithm 6.1.

In our experiments we used the cosine similarity metric to measure diversity due to

its useful qualities in high dimensional spaces. Specifically, cosine similarity distinguishes

different solutions from a directional perspective, making it a good choice to diversify the

search space [164]. We select the unique solutions with the highest dissimilarity score to

be added to the objective archive (Algorithm 6.2). We look at both variable and objective

diversity. Each solution s ∈ S consists of a set of variables X ← {x0, . . . , xn} and a set

of fitness scores F ← {f0, . . . , fM}, where n is the variable dimensionality, and M is the

number of objectives. The function “cosine distance” in Algorithm 6.2 refers to the pairwise

analysis of all s ∈ S in the variable (Line 5) or objective space (Line 8), resulting in a

symmetrical |S| × |S| distance matrix, from which we select the solutions with the largest

distance. In other words, for both the variable values and the objective values, we select the

solution pairs with the highest dissimilarity, check whether these solutions have been added

to the archive (from being part of a different pair of dissimilar solutions), and if not, add

the new solutions to the archive. By checking both objective and variable diversity, we aim

to account for biased problems. Biased problems have functions with a large discrepancy
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Algorithm 6.1 Objective Archive Management

Input: Number of objectives M , non-dominated archive N , parameter best solutions k, parameter

diverse solutions ℓ

1: F ← {}

2: k ← ⌈k × |N |⌉

3: for all i = 0 to M do

4: Fi ← {}

5: N ′ ← sort(N , i)

6: Fi ← Fi ∪N ′[: k]

7: N ′′ ← diversify archive(N ′[k : 2k], ℓ) // Algorithm 6.2

8: Fi ← Fi ∪N ′′

return F

between the distribution of solutions in the search space and the distribution of solutions in

the objective space [64]. The collection of archives is referred to as the Objective Archive

(OA).

We can now use the created OA to reduce the non-dominated solution set into a more

manageable size. We do this by counting how many times each solution occurs in the M

objective archives (Algorithm 6.3). The user can then choose how many archives a solution

needs to belong to in order to be included in the final solution set. For example, if the user

wants as little choice as possible, the overlap count of a single solution should be close to the

number of objectives M . Note that if overlap is set equal to M , this means each solution is

in the top 2k% of the population for each objective.

The OAM approach can be applied in two different ways to any MOO or MaOO

algorithm. First, it can be used as an external archive throughout an algorithm’s

optimization process to improve the convergence/diversity trade-off as desired. Second, it

can be applied after an algorithm has terminated to reduce the solution set size. We refer
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Figure 6.1: Visual representation of the OAM process to create the objective archives.

to the former as E-OAM (external OAM), and the latter as S-OAM (single OAM).

In E-OAM, the OA is updated continuously to include any newly found non-dominated

solutions, serving as an external archive. The OA can be kept as a storage mechanism without

injecting any solutions back into the algorithm, or it can be used to inject a reduced number

of non-dominated solutions (by finding the overlapping solutions) into the next generation of

the algorithm to help guide the search. In this paper, we only look at keeping and updating

an external archive, without injection, to create a final, reduced solution set. When applying

S-OAM, we generate the OA after the algorithm of choice has terminated. In other words,

an OA is created based on the final non-dominated solution set. The overlapping solutions

can then be found to reduce the number of solutions further to a more manageable size.
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Algorithm 6.2 Diversify Archive

Input: Solution set S, ℓ diverse solutions

1: ℓ← ⌈ℓ× |S|⌉

2: S′ ← {}

3: Svar ← {X0, . . . , X|S|}

4: Sfit ← {F0, . . . , F|S|}

5: Mdvar ← cosine distance(Svar)

6: S′
var ← sort(Mdvar)

7: S′ ← S′ ∪ S′
var[: ℓ/2]

8: Mdfit ← cosine distance(Sfit)

9: S′
fit ← sort(Mdfit)

10: S′ ← S′ ∪ S′
fit[: ℓ/2]

return S′

6.3 Experimental Approach

In our studies, we applied NSGA2, MOEA/D, and SPEA2 to the DTLZ [37] and WFG

[65] benchmark suites. We found that single-population NSGA2 performed well on MaOO

problems (as compared to MOEA/D and SPEA2). As a result, we decided to use NSGA2

as our base algorithm; however, as previously stated, the OAM approach could be applied

to any algorithm. We compared OAM-NSGA2 to the environmental selection approach

in [142] and NSGA3 [34], implemented using the pymoo library [6]. NSGA3 is a popular

reference vector based approach created for MaOO that has been shown to perform well and

to produce small final non-dominated solution sets [162]. Each algorithm was run with a

population of 1000, for 100 generations. Through these studies, we found that functions

DTLZ5, DTLZ6, WFG3, and WFG7 produced large non-dominated solution sets. We

used these four functions for our experiments, each with five and ten objectives and with
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Algorithm 6.3 Find Overlapping Solutions

Input: Objective archive OA, minimum overlap count oc

Initialize: Dictionary count ← {}, reduced solution set S ← {}

1: arch ← flatten(OA)

2: for all X ∈ arch do

3: count[X]← 0

4: for all i = 0 to M do

5: for all X ∈ OAi do

6: count[X] = count[X] + 1

7: for all x, c ∈ count do

8: if c ≥ oc then

9: S ← S ∪ {x}

return S

100 decision variables [65]. We performed 30 independent iterations of the algorithms on

each problem and report Hypervolume (HV ) [157] and Spread (S) [3]. Furthermore we

visualize the obtained reduced solution sets through radar charts to obtain a more intuitive

understanding of the solutions being selected. The Wilcoxon rank-sum test with α = 0.05

was performed to assess statistical significance for all results.

6.4 Results

Our results consisted of four different sets of experiments. 1) We started by evaluating

the convergence-divergence trade-off in the OAM strategy by varying the k and l parameters.

2) We compared solution set reduction using OAM to environmental selection. 3) We

compared our external-archive approach using NSGA2 to NSGA3. And lastly, 4) we applied
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Figure 6.2: Five-objective HV results for OAM with different k and l parameter values.

the single-archive OAM approach to the solution sets found by NSGA3.

6.4.1 Convergence vs. Diversity

We examined the influence of the convergence and diversity parameters k and ℓ on

the final OA quality. We ran experiments for all combinations of k = {0.25, 0.4, 0.5} and

ℓ = {0.2, 0.3, 0.4, 0.5}. To obtain the results shown in Figures 6.2 – 6.5, we used E-OAM

to maintain an external archive that was updated after each generation of NSGA2. At the

end of each generation, the non-dominated solutions found by NSGA2 were added to each

objective archive and re-evaluated for non-dominance before applying the OAM algorithm
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Figure 6.3: Ten-objective HV results for OAM with different k and l parameter values.

to obtain the updated archive. We present HV and S for the resulting external archive at

each generation (without applying solution set reduction). We averaged the full runs of each

algorithm to generate the final graphs.

Following statistical hypothesis testing, we found that there was no significant difference

between the different parameter settings for HV and S on problems DTLZ5, DTLZ6, and

WFG3. When considering the graphs in Figures 6.2 – 6.5, we see that there are only

small differences between HV and S for those problems, and the convergence lines follow

similar trends. The same does not hold true for WFG7, where we do find statistically
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Figure 6.4: Five-objective S results for OAM with different k and l parameter values.

significant differences between the different parameter settings. However, there is little to no

convergence for either HV or S for WFG7, regardless of the chosen k and ℓ parameters. This

indicates the problem lies with the performance of NSGA2.Since the OA is only updated

with solutions found by the underlying optimization algorithm, it is directly influenced by

that algorithm’s performance.

Table 6.1 shows the parameter combinations with the most promising results for each

of the problems. These were chosen based on which parameter combination had a good

balance between HV and S. But as mentioned previously, since the difference between the

values is small and not significant for three out of four problems, the choice of k and ℓ may
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Figure 6.5: Ten-objective S results for OAM with different k and l parameter values.

only have a small influence when using an external archive. Generally, we can see that the

“best” results were achieved when retaining a larger percentage of the found non-dominated

solutions (i.e., a large k value).

6.4.2 Environmental Selection Results

In this section we considered the solution set reduction aspect of OAM compared to the

Environmental Selection (ES) [142]. In these experiments we performed reduction using both

OAM and ES on the same non-dominated solution set generated by NSGA2. We applied

OAM in two different ways (see Section 6.2):
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Problem M k ℓ

DTLZ5
5 0.40 0.30

10 0.40 0.50

DTLZ6
5 0.50 0.40

10 0.50 0.20

WFG3
5 0.20 0.40

10 0.50 0.40

WFG7
5 0.50 0.20

10 0.50 0.40

Table 6.1: Chosen parameter combinations (k and l) for each problem.

1. E-OAM: We updated the Objective Archive after each generation of NSGA2 and

obtained the final solution set by finding the overlapping solutions of the external

archive.

2. S-OAM: We used the same parameters k and ℓ and generated an Objective Archive

based on the final non-dominated solution set generated by NSGA2. We then found

the overlapping solutions in the resulting archive.

We used the generated OA to find overlapping solutions to determine the reduced solution

set. We looked at the number of solutions generated by both E-OAM and S-OAM with

overlap equal to 60% and 80% of the number of objectives. The resulting solution set sizes,

as well NSGA2’s solution set size, are shown in Table 6.2. Since using 80% overlap results

in empty solution sets for some of the problems, we decided to use 60% overlap to generate

the final non-dominated solution sets.

We applied ES to both the solutions found in the complete OA generated by E-OAM

before finding overlap and to the non-dominated solution set generated by NSGA2. We set
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NSGA2 E-OAM S-OAM

Problem M 60% 80% 60% 80%

DTLZ5
5 931 46 0 144 35

10 887 100 31 354 111

DTLZ6
5 654 140 3 381 129

10 776 123 53 291 127

WFG3
5 643 36 0 49 49

10 837 47 33 478 297

WFG7
5 995 61 2 326 75

10 1000 474 119 285 251

Table 6.2: Average solution set size for NSGA2, E-OAM, and S-OAM with different overlap
sizes (indicated by the percentages).

the number of the selected solutions to be the same as the number created by the OAM

overlap. This means the number of solutions selected from the OA was the same as the

number of solutions generated by the E-OAM overlap, and the number of solutions selected

from NSGA2’s solution set was the same as those from S-OAM. Therefore, we denote the

two different ES-based selections as ES-E and ES-S respectively. The choice of parameters

k and ℓ (Table 6.1) was based on the results from the previous section (Figures 6.2 – 6.5).

We report HV and S for the original non-dominated solution set from NSGA2 as well as

for the different implementations of OAM and ES. We compared the quality of the selected

solutions through HV (Table 6.3), S (Table 6.4), and solution visualizations for the four

reduced solution sets (Figures 6.6 – 6.9).

E-OAM not only reduced the solution set to a more manageable size but improved HV

and S for most problems as compared to NSGA2’s non-dominated solution set. Considering

classic NSGA2 does not use any archive management strategy, this makes sense since we are
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Problem M NSGA2 E-OAM ES-E S-OAM ES-S

DTLZ5
5 0.988 0.997 0.985 0.987 0.985

10 0.985 0.998 0.980 0.982 0.980

DTLZ6
5 0.912 0.968 0.879 0.912 0.880

10 0.915 0.920 0.880 0.914 0.881

WFG3
5 0.757 0.758 0.756 0.757 0.756

10 0.066 0.066 0.060 0.066 0.060

WFG7
5 0.106 0.201 0.093 0.105 0.093

10 0.062 0.190 0.144 0.062 0.049

Table 6.3: Hypervolume for NSGA2, OAM, and ES. Bold indicates statistical significance
with α = 0.05.

Problem M NSGA2 E-OAM ES-E S-OAM ES-S

DTLZ5
5 0.005 0.0151 0.006 0.003 0.001

10 0.006 0.034 0.007 0.004 0.000

DTLZ6
5 0.058 0.117 0.019 0.058 0.014

10 0.049 0.048 0.009 0.048 0.002

WFG3
5 0.011 0.006 0.007 0.006 0.000

10 0.006 0.270 0.190 0.006 0.001

WFG7
5 0.047 0.346 0.212 0.046 0.001

10 0.077 0.623 0.450 0.077 0.002

Table 6.4: Spread for NSGA2, OAM, and ES. Bold indicates statistical significance with
α = 0.05.

keeping track of all non-dominated solutions found when using the E-OAM approach. The

interesting part is that the reduced solution sets still improved HV and S for most problems,
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compared to NSGA2, which only has significantly better results for S on the five-objective

WFG3.

When comparing ES to OAM, we see that for both the single use and external archive

approach, OAM has better performance than ES on all problems. In order to evaluate what

this means for the final non-dominated solution set, we used radar charts to visualize the

four different reduced solutions sets from a single, randomly selected, run of NSGA2 on five-

and ten-objective DTLZ5 (Figures 6.6 – 6.9). We created plots for all four problems, but

are only showing results for DTLZ5 in this chapter, the remainder of the plots can be found

in Appendix C.

Each radar chart shows a single solution set, where the sets contain approximately

45 and 140 solutions for five-objective DTLZ5 and 100 to 200 solutions for ten-objective

DTLZ5. Each solution within a solution set has a different line color. The center of the

radar is the origin of the graph and is equal to 0, which would be the ideal score for the

normalized objectives based on minimization. As we move toward the edge of the radar, the

value increases, which indicates a worse objective score, as indicated by the numbers on the

plot. Note that the range of numbers changes between plots, i.e., the maximum objective

values vary across plots. The objectives are spaced evenly along the perimeter of the circle;

the exact values for each objective are indicated using the blue dots, where a dot close to

the center of the graph indicates a more desirable objective score.

In these plots, we can see that the solutions selected from NSGA2’s final solution set

have lower objective scores overall, but there is not much diversity in the selected solutions,

especially when using ES. In the five-objective case, most solutions chosen from the single

run have a higher value for objective four, whereas the external archive solutions also include

solutions that have a lower value for objective four with a higher value for objective five.

Similarly, for ten-objectives, ES-S, ES-E, and S-OAM resulted in solutions with worse values

for objectives eight and nine, with little variety in the chosen solutions. E-OAM, on the other
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(a) NSGA2 ES-S

(b) NSGA2 S-OAM

Figure 6.6: DTLZ5 five objectives NSGA2 single run.
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(a) NSGA2 ES-E

(b) NSGA2 E-OAM

Figure 6.7: DTLZ5 five objectives NSGA2 external archive.
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(a) NSGA2 ES-S

(b) NSGA2 S-OAM

Figure 6.8: DTLZ5 ten objectives NSGA2 single run.
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(a) NSGA2 ES-E

(b) NSGA2 E-OAM

Figure 6.9: DTLZ5 ten objectives NSGA2 external archive.
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hand, provided solutions that improve on objectives eight and nine at the cost of objective

ten, delivering more diverse solutions to choose from. This opens up more choices if the

end-user decides they care more about one objective or the other.

6.4.3 NSGA3 Results

Our final experiments considered two different aspects of the algorithm as compared to

and applied to NSGA3:

1. We compared the final results from NSGA3 to the final archive found by E-OAM with

NSGA2. In this way, we can evaluate how using an external archive updated with

OAM compares to using reference vectors for reducing the number of solutions.

2. We applied S-OAM to the final results set found by NSGA3 to further demonstrate its

applicability to reducing the size of any solution set.

Since NSGA3 relies on reference vectors to guide the algorithm through the search space,

we ran experiments with different numbers of partitions using the Das-Dennis approach to

generate different sized sets of reference vectors [29]. We tested three, four, six, and nine

reference vectors (Table 6.5). The population size was kept at 1000. This means that for the

ten objective problems, the number of reference vectors was larger than the population size,

which could affect NSGA3’s performance. Based on these results, we used four partitions

to generate the reference vectors for all problems since it performs well on HV and S and

creates smaller sized solution sets.

6.4.3.1 External Archive Solutions This section evaluated using OAM as an external

archive throughout the evolutionary process and compared the final non-dominated overlap-

ping solution set created by OAM-NSGA2 to the non-dominated solutions found by NSGA3.

In addition toHV and S (Table 6.7), we calculated adjusted coverage as presented in Chapter

3. Since we did not change the NSGA2 process, it came as no surprise that NSGA3 covered
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# Part. 3 4 6 9

DTLZ5

5

Size 12 26.5 45 131

HV 0.999 0.999 0.999 0.999

Spread 0.023 0.028 0.027 0.030

10

Size 126 265 506 1236

HV 0.999 0.999 0.999 0.995

Spread 0.052 0.053 0.049 0.067

DTLZ6

5

Size 35 70 210 680

HV 0.999 0.999 0.999 0.999

Spread 0.141 0.143 0.143 0.149

10

Size 220 714 1435 1649

HV 0.999 0.999 0.998 0.997

Spread 0.230 0.231 0.243 0.243

WFG3

5

Size 31 53 79 174

HV 0.863 0.869 0.897 0.892

Spread 0.457 0.542 0.468 0.533

10

Size 42 75 173 653

HV 0.129 0.188 0.270 0.136

Spread 0.738 0.887 1.822 0.891

WFG7

5

Size 35 70 210 710

HV 0.557 0.611 0.654 0.662

Spread 1.859 1.86 1.862 1.871

10

Size 220 715 1371 1622

HV 0.410 0.466 0.413 0.368

Spread 3.844 3.856 3.753 3.504

Table 6.5: NSGA3 partitioning results.
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NSGA3 E-OAM

DTLZ5

5
AC 60.80% 39.20%

Size 25 38

10
AC 77% 23%

Size 266 90

DTLZ6

5
AC 85.50% 14.50%

Size 70 130

10
AC 83% 17%

Size 714 160

WFG3

5
AC 100% 0%

Size 80 34

10
AC 99% 1%

Size 188 48

WFG7

5
AC 100% 0%

Size 70 64

10
AC 100% 0%

Size 715 400

Table 6.6: Adjusted coverage (AC) and solution set size for NSGA3 and E-OAM-NSGA2.

most or all of the non-dominated solutions found by NSGA2 (Table 6.6). Using OAM as

an external archive alone has no influence on algorithm performance, so if NSGA2 does not

perform well, this directly influenced the solutions kept in the OA. When considering the

number of solutions found, E-OAM and NSGA3 were similar for the five-objective problem,

but E-OAM consistently resulted in smaller solution sets for the ten-objective problems.

Interestingly, when considering HV , we found no significant difference for the DTLZ
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NSGA3

HV S

DTLZ5
5 0.999 0.028

10 0.999 0.053

DTLZ6
5 0.999 0.143

10 0.999 0.231

WFG3
5 0.897 0.542

10 0.270 1.822

WFG7
5 0.611 1.861

10 0.466 3.856

Table 6.7: Hypervolume and spread for NSGA3.

problems, but NSGA3 did significantly improve performance for both the five- and ten-

objective WFG problems (as compared to the E-OAM NSGA2 results reported in Table

6.3). This was not a surprise, considering previous research comparing NSGA3 and NSGA2

in many-objective spaces unanimously show that NSGA3 improves on NSGA2 [26, 34].

However, given this information, it is interesting to note that E-OAM-NSGA2 performed

reasonably well on the DTLZ problems. According to Huband et al., DTLZ5 and DTLZ6

are supposed to represent degenerate Pareto fronts [65], but this attribute no longer holds

true when the number of objectives is of size four or more. This could explain why a more

complex algorithm no longer adds much benefit.

When comparing the spread (S) results, we found that NSGA3 had significantly better

S for all problems. This makes sense when considering the use of reference vectors. The use

of such pre-defined directions means the algorithm is spreading out more evenly across the

search space, as compared to NSGA2, which uses no such guidance.
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(a) DTLZ5 five objectives. (b) DTLZ5 ten objectives.

(c) DTLZ6 five objectives. (d) DTLZ6 ten objectives.

Figure 6.10: Reduction size of NSGA3 solution sets for the DTLZ problems using different
k and l parameters with varying levels of overlap (40%, 60%, and 80%).

6.4.3.2 Direct Solution Set Reduction In addition to the comparative analysis, we

applied S-OAM to the results found by NSGA3 to show its general applicability and to further

investigate the type of results that are selected when applying S-OAM. We investigated the

influence of the k and l parameters, as well as the amount of overlap, on the solution set size

(Figures 6.10 and 6.11).

As expected, Figures 6.10 and 6.11 show that the number of chosen solutions gradually

decreases as the parameters k and l get smaller for the ten objective problems. However, in

the five objective case, we do see stagnation early on when looking at 80% overlap. As k
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(a) WFG3 five objectives. (b) WFG3 ten objectives.

(c) WFG7 five objectives. (d) WFG7 ten objectives.

Figure 6.11: Reduction size of NSGA3 solution sets for the WFG problems using different k
and l parameters with varying levels of overlap (40%, 60%, and 80%).

and l decrease, fewer solutions are being put in each objective archive. If we have a smaller

solution set to start with, as is the case for the five objective problems, applying a large

overlap parameter can lead to an empty solution set. For the ten objective instances, using

80% overlap still returns one to five solutions when both k and l are set to the smallest value

of 0.2. For DTLZ5 with five objectives, we see large jumps in size occurring when the value

for the k parameter decreases. We believe this is due to the small starting size of the archive

(on average 26.5 solutions are generated by NSGA3).

We created radar plots to visualize the selected solutions (Figures 6.12 – 6.15). We
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used 60% overlap and set parameters k = 0.3 and l = 0.5 for 5 objectives, selecting 15−20%

of the total solutions, and k = 0.2 and l = 0.5 for 10 objectives, selecting 7 − 15% of the

total solutions. Once again, we created plots for all four problems, but results are only

shown for DTLZ5 and WFG3. The other plots can be found in Appendix C. We chose these

problems to visualize because we used DTLZ5 as the example when comparing OAM to ES,

and because WFG3 is one of the problems for which NSGA3 does significantly better in

terms of HV .

When considering the solution sets for both DTLZ5 and WFG3, we see that the full

solution set includes solutions with a high objective score for some of the objectives. For

all problems, OAM selects solutions that maintain the diversity of the NSGA3 solution set

but removes solutions that are very similar or that have worse objective scores without a

strong positive impact on the other objectives. For example, when we look at WFG3, the

starting solution set as found by NSGA3 explores solutions with a trade-off between the first

two objectives in the five objective case (Figure 6.14) and the first six objective in the ten

objective case (Figure 6.15). The selected OAM solutions still offer those trade-off options

but removed the solutions with the worst fitness functions. This results in solutions closer

to the center of the radar plot, which is more desirable.

Finally, when we consider the solution set generated by E-OAM for DTLZ5 (Figures

6.7 and 6.9) and compare it to the solutions found by NSGA3, we see that the E-OAM

solutions appear to be a subset of the NSGA3 solutions. Given what we know in terms

of HV and S for these results, this makes sense. E-OAM-NSGA2 generated less diverse

solutions, but the found solutions are similar in quality to the solutions in NSGA3 that are

closer to the center of the radar charts. This explains the similar HV scores for the two

algorithms. In other words, even though NSGA3 resulted in more diversity, this is likely

because NSGA3 was keeping solutions with a relatively large increase in one objective score

to gain a small decrease in another objective score. When applying OAM to the NSGA3
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(a) NSGA3

(b) NSGA3 OAM

Figure 6.12: DTLZ5 five objectives NSGA3
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(a) NSGA3

(b) NSGA3 OAM

Figure 6.13: DTLZ5 ten objectives NSGA3
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(a) NSGA3

(b) NSGA3 OAM

Figure 6.14: WFG3 five objectives NSGA3
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(a) NSGA3

(b) NSGA3 OAM

Figure 6.15: WFG3 ten objectives NSGA3
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solution set, it removes many of these solutions while maintaining the increased diversity in

the NSGA3 solution set. What this indicates is that applying OAM resulted in selecting

solutions that perform well on all objectives given the original solution set. In other words,

if the original algorithm generates a diverse set of solutions, OAM is able to reduce this

solution set successfully to a smaller size while maintaining that diversity.

6.5 Discussion

In our experiments, we found that the OAM approach found more diverse solutions

than Environmental Selection [142]. Furthermore, the external archive approach improved

upon NSGA2’s final non-dominated solution set, yielding similar quality results to NSGA3

on problems DTLZ5 and DTLZ6. However, NSGA3 still had better performance on the

WFG3 and WFG7 problems. When we applied the OAM approach to the final solution set

found by NSGA3, OAM selected diverse solutions but with better overall fitness across the

selected solutions. In the five objective case, the solution sets were reduced from 60 − 100

solutions to 5 − 20 solutions. When reducing the 10-objective solution set, the number of

solutions went from a range of 300−500 to 15−25. Through visual assessment, we found that

the selected solutions struck a good balance between the different objectives as compared to

the full solution set. Lastly, we would like to note that the current version of the algorithm

allows the return of an empty solution set (as discussed in Section 6.4.3.2). This is a problem

that needs to be addressed, for example, by including an archive weighting technique and

returning the solutions with the highest weight if no solutions are being selected through

overlap. Overall, we conclude that using OAM for solution set size reduction performs well

regardless of which algorithm is used to create a non-dominated solution set.
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6.6 Concluding Remarks

We introduced the Objective Archive Management (OAM) strategy to create a reduced

final solution to many objective optimization problems. OAM creates an archive for each

objective, effectively distributing the solutions into separate archives. Each of these objective

archives maintains the top k% solutions for the relevant objective. To maintain diversity, the

objective archives also included a diversity management technique that takes both variable

and objective space diversity into account. Once the Objective Archive is created, we count

how many times a solution occurs across the objective archives and add solutions that occur

in a minimum number of archives to the final, reduced solution set. We found that our

approach successfully reduced large solution sets to a more manageable size while maintaining

desirable properties. Our approach has several benefits compared to existing approaches: it

requires no pre-defined reference vectors, it can be applied to any algorithm or any solution

set, the end-user does not need MOEA specific knowledge, and it is easy to adjust the

diversity-convergence trade-off.
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CHAPTER SEVEN

REAL WORLD APPLICATION - PRECISION AGRICULTURE

In addition to the benchmarks we investigated, we applied MOFEA to generate fertilizer

prescription maps as part of the On-Farm Precision Experimentation and Data-Intensive

Farm Management projects. These projects aim to assist farmers in their decision making

process by analysing specific fields to improve production. This chapter will go over the

general project structure and goals before showing how we used population-based algorithms

and different multi-objective optimization approaches to find experimental and optimal

prescription maps.

7.1 On-Farm Precision Experimentation

Precision Agriculture (PA) is an interdisciplinary field found at the intersection of

agriculture and technology. It is a rapidly growing research area that uses advanced

technologies to improve all aspects of agriculture. Commonly researched problems include

smart irrigation [52], crop monitoring through wireless sensor networks [130], remote sensing

for assessing crop condition and predicting yield response [99], and input optimization (e.g.,

fertilizer, herbicide, pesticide, or irrigation). The PA field gained traction in the 1980s with

the advent of the Global Positioning System (GPS), enabling machines to apply treatments

with requirements localized to each field [116]. This led to the creation and use of Variable

Rate Technology (VRT): machines that are able to switch the amount of fertilizer being

applied as they move across a field, known as Variable Rate Application (VRA). VRA

decreases the amount of fertilizer applied to a specific field while increasing profitability,

effectively also reducing environmental impact [79, 121]. VRA tries to determine the rate

of fertilizer to apply to different parts of a field based on a variety of factors, such as
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precipitation, elevation, and previous years’ yield [101].

7.1.1 Data-Intensive Farm Management

The Data-Intensive Farm Management (DIFM) [13] initiative by the US Department

of Agriculture (USDA) is used as a basis for our study. DIFM uses farm and field-specific

data to optimize different aspects of farming to increase profit by gathering data from the

farmers as well as publicly available data, such as precipitation and satellite imagery. Figure

7.1 shows the overall workflow of the DIFM project. “Field information” refers to the

physical data we gather from the farms, which is put into a database. “Data organization

& analysis” refers to the upkeep of the database containing farm and field data as well as

any analysis that is performed directly on the stored data. We use the field-specific data

to train a yield prediction model in order to find accurate yield response curves. The yield

response can then be used to create optimal prescription maps (“Field profit maximization”).

Currently, the prescription maps we create prescribe fertilizer or seeding rate, but the process

could be used to create different types of prescription maps. After the farmers apply

the prescribed fertilizer, we gather more data from the field from the subsequent harvest

(“Yield, Protein, Net return”) and add this data back into the database. To create the best

possible prescription maps, we need as much field-specific data as possible. Only creating

optimal maps could limit the application rates; therefore, to analyse how a field responds to

different rates and gather more field data, we create experimental prescription maps. These

experimental trials are created based on previous years’ yield, and in some cases crop quality

(e.g. protein), levels. Figure 7.2 shows an example of a prescription map as used by the

DIFM project [13]. Experimental fertilizer rates are randomized and stratified across the

field to create a spatial and temporal database on how different parts of the field react to

different fertilizer rates over time (“Parameterization”). The gathered data is analysed in

order to find improved yield response curves. This creates a continuous feedback system,
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Figure 7.1: DIFM process for field profit maximization.

where the gathered data for each field keeps growing, thus hopefully creating more accurate

models.

7.1.2 Fertilizer Prescription Maps

In order to evaluate the applicability of MOCO algorithms on a real world problem,

we considered the creation of fertilizer prescription maps for field-specific optimization.

The project workflow indicates that there are two different types of prescription maps:

experimental and optimal. The experimental prescriptions are combinatorial: we are looking

to find the optimal combination of a predefined set of input rates to apply to a field, and

these fertilizer rates are discrete values. In our case, each field is divided into strips based

on the width of the farming equipment, and each of these strips is divided into cells or

plots based on a length specification. Figure 7.2 shows an example of what this looks like.

The length of the plots varies from field to field based on farmer preference, but usually

ranges from 200 feet to 400 feet. Each plot in a field is prescribed a value out of a set of

input values, for example, a rate of 20, 40, 80, or 120 pounds of Nitrogen per acre. We

then try to spread these different rates across the plots to gather as much useful data as
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Figure 7.2: Example of a prescription map for experimental fertilizer application. Different
colors represent different fertilizer rates.

possible from a field by measuring subsequent yield and crop quality. On the other hand, an

optimized map prescribes inputs (e.g., fertilizer) that results in an optimized net return for

the farmer. These prescribed values can be discrete if there is a set of values the prescription

should use. For example, if the farmer only wishes to apply rates of Nitrogen of certain values

(similar to the experimental prescriptions), this would result in a combinatorial optimization

problem. However, if there are no such predefined values, the problem becomes a continuous

optimization problem.

7.2 Related Work and Motivation

In recent years, MOO has been applied to four different aspects of PA: wireless sensor

networks [165], pesticide application [173], irrigation [87], and, lastly, fertilizer application,

which is what our research focuses on. Wireless sensor networks connect different measuring

instruments through a wireless network. These instruments are placed throughout fields to
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gather pertinent data such as soil moisture, temperature, salinity, etc. The gathered data

can then be used to inform the farmer of crop quality and health [71]. MOO can be applied to

optimize communication between the nodes in the network, for example, to improve energy

efficiency while avoiding congestion [165]. Zhai et al. look to optimize pesticide application

of crops to minimize cost and maximize expected benefit [173]. Irrigation aims to address the

problem of water scarcity in agriculture by designing improved irrigation water allocation

schemes [87]. Its multi-objective nature is defined by simultaneously trying to optimize water

productivity, allocation equity, profit, economic benefit, blue water utilization, and leakage

loss.

The question of sustainability in agriculture has existed since the start of precision

agriculture as an area of study [8]. But addressing these sustainability issues in practice has

proven more difficult. VRA involves technology that allows farmers to apply different input

rates to different parts of the field to control their production and reduce cost more precisely

[121]. For example, using VRA, farmers are able to apply less fertilizer overall than if they

were to apply a uniform rate across an entire field, thus also improving their sustainability

practice [8].

Several studies have shown that VRA can help with sustainability [31, 158]; however,

this is not always the case. Some studies found that using VRA increases the cost for

the farmer [144]. To the best of our knowledge, only two studies have applied MOO

algorithms to VRA prescription maps to provide a set of potential prescriptions. Zheng

et al. apply a multi-objective fireworks optimization algorithm (MOFOA) for variable-rate

fertilization [180]. Their goal was to find the optimal fertilization for oil crops based on

yield, energy consumption, and spatial effects. The authors compare their algorithms to

NSGA2, Pareto-Frontier Differential Evolution [2], Differential Evolution-Multi-Objective

for Constrained Optimization [57], and Non-dominated Sorting Particle Swarm Optimization

[88]. The authors found that MOFOA finds a better Pareto front approximation than the
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other algorithms. It is noted that MOFOA requires more tuning to get optimal results and

more function evaluations are involved for each generation.

The second study applying MOO to fertilizer application used an economic optimization

model to determine the fitness of fertilizer prescription maps and irrigation strategies for

optimal crop yield in western Switzerland [83]. This approach by Lehman et al. included

an economic model and different levels of price risks. The authors also integrated climate

change into their model to determine whether it has a negative impact on farming profit.

Their results found that climate change does increase income risk for farmers. While climate

change was used as a variable that influences farmer profit, the authors do not consider how

fertilizer application affects climate change. Furthermore, the authors mention their use of

a GA, but it is unclear how these different objectives are included in the GA.

7.3 Trial Design

A first problem that needed to be addressed in the Data-Intensive Farm Management

project was the creation of experimental trial designs for farmers to apply to their field to

gather information. By trial design, we refer to laying down experimental fertilizer rates on

a field in such a way that the different amounts of fertilizer are distributed evenly across the

field while balancing a farmers needs with creating an appropriate scientific experimental

design. Therefore, we need to take two different objectives into account. First, to maximize

the gathering of useful information, we want to create experimental prescription maps that

stratify fertilizer rates across yield bins, as yield is one of the primary concerns for farmers.

Additionally, when creating prescriptions for winter wheat, there is a potential protein

premium if the wheat produced has a minimum percentage of protein; to this end, we

can also create protein bins and stratify the fertilizer across both yield and protein data.

Second, the farmers we work with in Montana want to minimize applicator rate jumps

between consecutive plots to reduce strain on their application equipment. When applying
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different fertilizer rates along a field, VRT is required. However, it takes a lot of effort for

the VRT machinery to apply a large amount of fertilizer on one plot and then switch to

a small amount of fertilizer for the next plot. Such big rate changes or jumps have the

potential to wear out the equipment more rapidly, thus increasing maintenance or repair

cost to the farmer. Eventually, we realized another interesting objective to include would be

minimization of overall fertilizer rate to reduce the impact on the environment. To create

these experimental maps, we started with a vanilla genetic algorithm using a weighted-sum

bi-objective function, maximizing stratification and minimizing jumps. When we added in

the third objective, we used NSGA2 as well as CCEA and FEA with NSGA2 as the base

algorithm to run experiments. We wanted to get potential results across the Pareto front

and evaluate how using subpopulations influences the results.

7.3.1 Trial Design Objective Functions

The experimental prescription map problem consists of optimizing the following

objective functions:

1. Minimize jumps in consecutive cells

2. Maximize stratification across the field

3. Minimize overall fertilizer rate

Stratification and jump minimization were the first two objectives to be used in the weighted-

sum Genetic Algorithm approach [113]. Adding in the third objective of overall fertilizer

minimization required a more sophisticated trade-off, which is why we explored the use of

NSGA2 and two different decomposition approaches to evaluate the three objective trial

design prescription maps.

For a set of predefined fertilizer rates, the stratification strategy tries to ensure that

each fertilizer rate is represented equally across k pre-determined yield bins. We considered
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two different methods for discretization into bins: 1) by looking at the actual yield (yld)

values (called equal width binning), or 2) by splitting on the data points themselves (called

equal sample binning). The first method looks at the minimum and maximum yield and

protein values and creates an even split of these values based on the desired number of bins.

Without loss of generality, we consider yield. Then based on the number of bins k, we

calculate an offset as

offsetk =
1

k
(maxyld −minyld).

Thus, we get bin boundaries at

minyld, . . . ,minyld + j · offsetk, . . . ,maxyld.

Equal sample binning, where we split on m data points, does not take the yield or protein

values into account but aims to distribute an even number of points into each bin (i.e., m/k

points). The differences in binning strategies are illustrated in Figure 7.3. Depending on the

implemented bin discretization strategy, the stratification score calculation varies. When

splitting on the actual data values, there will be an even distribution of cells in each of

the bins. This means the target stratification will be the same for each bin combination.

However, when splitting on the yield values to create bins, it is likely there will be fewer cells

belonging to lower and higher bins due to the way the data is distributed, as can be seen

in Figure 7.3a. In this case, the number of cells belonging to each bin has to be counted to

determine how many cells each nitrogen rate should have for that specific bin.

Let l denote a specific yield bin, then #cellsl corresponds to the number of cells in the

field that map to a specific bin. We then determine the target stratification as

tstratl = #cellsl/k
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(a) Equal Width Binning

(b) Equal Sample Binning

Figure 7.3: Example of different bin discretization types using a histogram representation
of the yield values. The vertical red lines indicate bin boundaries using each discretization
type.
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since our goal is to distribute the fertilizer evenly over exactly k bins. The stratification

score looks for an even distribution of fertilizer rates across cells belonging to the same bins

k:

Fitnessstrat =

∑k
l=1 |tstratl − astratl| −minstrat

maxstrat −minstrat

,

where tstratl is the target stratification and astratl is the actual stratification of the same

bin. The maximum stratification is determined by the worst case scenario, which occurs

when all of the cells in the field have the same fertilizer rate. This is done to determine

how many cells each fertilizer rate should have for that specific bin, since there could be an

uneven number of cells. If there are sixteen cells and three bins, one bin will have 6 cells,

whereas the others will have five. The actual stratification for a yield bin is calculated by

counting the number each fertilizer rate occurs in each of the bins. For example, if we have

45 cells with three fertilizer rates and three total bins, we know the target stratification is

five if each of the bins contains fifteen cells.

However, when creating prescriptions, large jumps in fertilizer rate between consecutive

cells could occur. This puts strain on the farming equipment, increasing wear and tear on the

equipment. In turn, this leads to the farmer having to replace equipment more frequently,

increasing cost and waste, which has negative ecological impacts. To alleviate this issue, we

incorporated a second objective to minimize jump magnitudes in the maps, resulting in a

positive environmental impact, as illustrated in Figure 7.4.

The jump score sums over the absolute difference in fertilizer levels between adjacent

cells determined by an “as-applied” map, which shows how the farmer applied fertilizer to

the field, where each prescription map has c cells:

Fitnessjumps =

∑c−1
i=1 ∆jumpsi
maxjumps

,

where ∆jumpsi = |F (mapi)− F (mapi+1)|, and F (mapi) corresponds to the fertilizer index
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(a) Example of consecutive cells with large jumps.

(b) Example of consecutive cells with small jumps.

Figure 7.4: Example of four consecutive cells in a field with large and small jumps. The
values are in pounds of fertilizer/acre.

of cell i. If we apply the following rates N = {0, 40, 80, 120}, the fertilizer indeces would

correspond to F (0) = 0, F (40) = 1, F (80) = 2, and F (120) = 3. Each individual jump

score is then normalized to be within a [0,1] range using the worst case scenario where each

consecutive cell goes from the minimum to the maximum fertilizer rate or vice versa (Figure

7.4a). If the unnormalized jump difference ∆jumpsi is less than or equal to 1, it is not added

into the jump score, as this is the most desirable rate change between cells.

To mitigate the effect fertilizer has on the environment, we reduced the overall amount

of fertilizer applied to a field, which served as our third objective when applying the Pareto-

based approach. This should reduce pollution of the atmosphere by limiting greenhouse gas

emissions and can help avoid polluting waterways, which can result in a loss of drinkable

water and the death of aquatic life. The overall fertilizer rate was calculated by summing

all the fertilizer prescribed in each of the cells and dividing by the maximum amount of

fertilizer, maxfert = max(F )× c:

Fitnessfert =
c∑

i=1

F (mapi)/maxfert.
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7.3.2 Genetic Algorithm and Weighted Sum

With the jump minimization and stratification fitnesses defined, we implemented the

weighted sum method into a vanilla Genetic Algorithm since this was a fairly straightforward

bi-objective problem. We introduced the representation of the prescription map as a

chromosome for the GA. Then, we evaluated how adjusting the weights of the objectives

influences the fitness scores. We also looked at two different mutation approaches, swap and

scramble, to assess their influence on the convergence and diversity trade-off.

7.3.2.1 Experimental Approach We hypothesize that we can apply a genetic algorithm

to generate experiment prescriptions that effectively maintain stratification and minimize

jumps in fertilizer rate application. In this study, we tested this hypothesis by considering a

variety of genetic operators and by examining the effects of these operators on overall fitness

as well as individual impact on stratification and smoothness.

Specifically, we applied a GA to optimize a fertilizer experiment prescription map, which

dictates the fertilizer application rate for each cell on a field. In the case of winter wheat,

we prescribed nitrogen in pounds/acre, and the farmers decided which k nitrogen rates they

wished to apply and how the field was to be subdivided. We used three different farming

fields: Sec35Mid, Davidsonmidwest, and Sre1314. The ultimate goal was to minimize jumps

(Figure 7.4) while maintaining stratification.

For our GA, we used completed prescription maps as individual chromosomes in our

population with each cell in the map as a gene and its corresponding nitrogen rate as the

gene’s allele, where the cells are ordered based on the as-applied map. Each nitrogen rate

maps to an index that was used to calculate the jump score. A bi-objective fitness function

was then applied, taking both jumps and stratification into account. The initial population

consisted of n prescription maps, where each map is a chromosome such that its c cells

are genes in the chromosome. Once the population has been generated and evaluated,
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Parameter Pop OS CR MR TS

Value 400 40 0.9 0.1 3

Table 7.1: Chosen values for all hyper parameters. The parameters are population (Pop),
offspring created (OS), crossover rate (CR), mutation rate (MR), and tournament size (TS).

tournament selection was performed to identify two parents, choosing a predefined number

of pairs by selecting the best map (lowest fitness score) from a chosen number of individuals

from the current population. For each of these pairs, two-point crossover was performed by

randomly selecting two indices and swapping the cells between these indices to create two

new child prescription maps.

Finally, mutation was applied to the offspring to maintain diversity in the population.

Two mutation operators were considered. Swap mutation chooses two random indices and

switches the values of these two cells, and scramble mutation is performed by selecting all

cells between two randomly chosen cells and performing a random permutation. These new

maps replaced the maps in the original population with the worst fitness score.

There are several parameters that can influence the performance of the GA: the

population size, the number of offspring to create, the number of candidates in tournament

selection, and the crossover and mutation rates. The mutation rate (0.05, 0.10, and 0.15) and

crossover rate (0.90, 0.92, 0.95, 0.98) were tuned simultaneously, where each combination of

the two was tested. Population size (200, 400, and 800), tournament size (2, 3, 5, 10, and

20), and offspring (20, 40, 80, 100) were tuned individually; the best result was used while

tuning the other parameters. After tuning, all experiments were run using a tournament size

of 3. The final values for each of the hyper parameters are shown in Table 7.1.

7.3.2.2 Results In Figures 7.5a and 7.5b the jump and stratification scores give equal

weight to the final fitness score. The plots show that the GA moves towards convergence,
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which is the desired result. We can also see that using scramble seemed to explore more of

the search space as there was a slightly larger change in the jump and stratification scores

for the population. More importantly, there were much larger changes in variance of the

population across the generations, indicating better diversity while still converging.

When setting the jump score weight to 75%, the results again indicated convergence

for both the scramble and swap mutation methods. It is interesting to note that the

swap mutation seemed to find lower jump scores than scramble. This might indicate that

scrambling changes the maps too much, producing offspring that do not reduce the jump or

stratification score. However, when we look at variance, we can see that scramble has lower

overall variance with this weight scheme as compared to the equally weighted objectives.

This would also explain why convergence is slower, as it would take longer to find better

prescriptions. Swap mutation makes smaller adjustments, thereby possibly providing maps

that better maintain the overall stratification while exploring a minimization in jumps.

In all cases, there is a substantial drop in variance of the fitness scores early on in the

process. The initial variance is small to begin with but becomes almost negligible after a few

generations. However, a clear change in variance is evident when applying scramble mutation.

This indicates that the population fitness becomes very similar early on. Considering the

initial prescriptions are being created with the goal of laying out a randomly stratified

prescription map for nitrogen rates based on yield and protein bins, it makes sense that

there would not be much variance in the overall fitness. Once the jumps start to drop, the

fitness scores would become even more similar. The plots show that the largest drop in jump

score also occurs early in the process, making the drop in variance a logical consequence.

The average total fitness score results for ten runs of the GA are shown in Table 7.2.

A paired T-test was performed to confirm that the scores for scramble and swap mutation

are statistically different from each other for all fields and both binning methods at the

α = 0.05 level. Furthermore, the results show that the fitness scores for swap mutation are
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(a) Swap mutation using equal weight (w = 0.5).

(b) Scramble mutation using equal weight (w = 0.5).

Figure 7.5: Field “sre 1314” results for 500 generations of the GA with equally weighted
objectives using the two different mutation types and equal sample binning, with tournament
size 3. The left y-axis shows the fitness score values, while the right y-axis details the variance
value.
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(a) Swap mutation with w = 0.75, emphasizing jump score minimization.

(b) Scramble mutation with w = 0.75, emphasizing jump score minimiza-
tion.

Figure 7.6: Field “sre 1314” results for 500 generations of the GA with a stronger focus
on the jump score using the two different mutation types and equal sample binning, with
tournament size 3. The left y-axis shows the fitness score values, while the right y-axis details
the variance value.
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Sec35Mid Davidsonmidwest Sre1314

3 20 3 20 3 20

Equal Width
Swap 0.0282 0.0207 0.0493 0.0195 0.0582 0.0578

Scramble 0.0520 0.0401 0.0385 0.0601 0.0627 0.0756

Equal Sample
Swap 0.0342 0.0309 0.0425 0.0213 0.0679 0.0525

Scramble 0.0364 0.0468 0.0489 0.0578 0.0613 0.0744

Table 7.2: Average fitness score of the best maps after ten runs of the GA for scramble and
swap mutation, using equal width and equal sample binning, on three different fields. The
jump weight is set to w = 0.5.

consistently lower, and that the GA achieves a lower fitness score for both discretization

methods.

7.3.3 Experimental Prescription Maps with an Ethical Objective

As a precursor to creating optimal prescription maps, we wanted to expand the

experimental trials to include a fertilizer minimization objective to address the environmental

impact of fertilizer. Having three objectives, the weighted sum method did not provide

sufficient insight into the trade-off between the objectives, and MOFEA was applied.

7.3.3.1 Experimental Approach We pose the following hypothesis: Including an ethical

objective to minimize overall fertilizer rate does not significantly degrade Montana winter

wheat yield. To evaluate our hypothesis we examined the cropping of three different fields

using three MOO-algorithms, which we denote NSGA2, CC-NSGA2, and F-NSGA2 for basic

NSGA2, cooperative coevolutionary NSGA2, and factored NSGA2 respectively.

For our experiments, we collected data on three fields from two farms. We used the

farmer designations for these fields (Henrys, Sec35Mid, and Sec35West). Previously, we

trained a convolutional neural network (CNN) based on prior experiments to predict yield
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from the wheat harvested on these fields [104, 105]. Because we use this trained CNN

to predict yield and analyse the effects of minimizing fertilizer, we had to use fields for

which we had the appropriate data available; thus the change for two of the fields for

which we are creating experimental prescription maps. We created an initial, random

prescription based on the field boundary. The farmer provided information on the width

of their fertilizer application equipment and which fertilizer rates to apply across the field.

For our experiments, the cell size for Henrys was 300 ft by 450 ft, and the cell size for both

Sec35Mid and Sec35West were 200 ft by 300 ft. For all prescriptions, 6 different fertilizer

rates were specified in pounds per acre: F = {20, 40, 60, 80, 100, 120}. Once the initial grid

was created, the cells were ordered based on the “as-applied” route the farmer takes across

the field to apply fertilizer.

In order to limit runtime and reduce parameter tuning, each of the algorithms was set

to terminate after the non-dominated archive did not change for five iterations. Mutation

rate, using swap mutation, and crossover rate were set to 0.1 and 0.9 respectively, based

on results in the original experimental prescription design paper [113]. The parents for

crossover were selected using tournament selection with tournament size 5. The remaining

parameters are the population sizes for all three algorithms and the number of iterations

NSGA2 needs to be run on the subpopulations for F-NSGA2 and CC-NSGA2. To determine

these parameter settings, a grid search was performed. Four different population sizes were

considered, {100, 200, 500, 800}, and three different iteration limits, {50, 100, 200}. Based on

the results of the grid search, a population size of 500 was chosen for all algorithms, and an

iteration limit of 100 was chosen for both CC-NSGA2 and F-NSGA2.

The factor architecture for F-NSGA2 was determined using a linear grouping approach,

where each group/factor has a size of 10 cells with 5 overlapping cells [138]. For CC-NSGA2,

where the subpopulations do not overlap, the factors were determined based on the length

of a single strip, i.e., one group includes the cells from one side of the field to the opposite
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side where the applicator has to turn around, which is a common approach used by farmers

today.

Pareto Front Evaluation The used evaluation metrics are the hypervolume indicator

(HV ), the spread indicator (S), and the coverage (C) of the fronts. We chose four different

non-dominated solutions from the approximate Pareto Front created by each algorithm for

each field. These solutions are based on the three extreme points in the Pareto Optimal

set: minimum jump score, maximum stratification score, and minimum fertilizer rate. The

centroid for these three solutions, xc, was found as follows, where k represents the objectives:

xj
c =

1

3

3∑
i=1

xj
i , ∀j ∈ k (7.1)

The non-dominated solution closest to this centroid (based on the Euclidean distance), is

used as the fourth solution.

The four prescriptions were processed by a trained, lean Convolutional Neural Network

(CNN) known as Hyper3DNetReg [104]. The CNN was built using field-specific data

from 2016-2020. This data includes satellite images, elevation, applied fertilizer rates, and

historical yield data. The CNN returned a yield prediction based on the experimental

prescription map. Based on this prediction, we assessed whether yield varied significantly

across the different non-dominated solutions. To do this, we fit a linear model to the yield

points for the three different factor variables: algorithm, field, and objective. An ANOVA

was then applied to the resulting linear model [53].

7.3.3.2 Results Applying the ANOVA test to the yield results, we found that there

were significant differences (α = 5%) between yield predicted for each of the fields, as well as

the different algorithms for each field. However, no significant difference was found between

the results for different objectives, confirming our hypothesis that ethical objectives do not

impact yield. In this section we present and discuss these results.
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Figure 7.7: Yield prediction results averaged across the entire field based on the four different
prescription maps, each focusing on different objectives. The results are connected to show
how they are positioned relative to each other.

For each field, the yield predictions for a specific prescription were averaged to create

Figure 7.7. A summary for each field of the HV and S for each algorithm’s non-dominated

sets averaged over ten runs are given in Table 7.3. We also include the union front in these

results (X∗), which combines the non-dominated solution sets from the different algorithms

into a single non-dominated solution set. Finally, the coverage results are presented in

Tables 7.4 and 7.5 using a randomly selected run for each algorithm as to avoid bias. Table

7.4 indicates the percentage that the row algorithm covers the column on the given field.

Coverage in relation to the union front is presented in Table 7.5, where the non-dominated

sets found by the algorithms (X′) were compared to X∗, using the adjusted coverage (AC)

metric.

7.3.3.3 Discussion The prescription maps across all three algorithms, as well as the

union front, produced consistent yield predictions with small fluctuations between the

different objectives, as can be seen in Figure 7.7. The statistical results confirmed what can

be assessed visually in these plots: there is no significant difference between the predicted

yield values across the different objectives, including those for the union front. When looking

at coverage between algorithms (Table 7.4), we can see that F-NSGA2 has the highest
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Henrys Sec35Mid Sec35West

NSGA2
HV 0.463 0.465 0.469

Spread 694.405 794.552 637.886

CC-NSGA2
HV 0.387 0.397 0.396

Spread 574.451 610.866 551.742

F-NSGA2
HV 0.498 0.504 0.474

Spread 719.386 834.015 747.126

(X∗)
HV 0.589 0.593 0.578

Spread 767.594 934.452 791.959

Table 7.3: Hypervolume (HV ) and spread (S) results for the final non-dominated set found
by each algorithm, as well as for the union front (X∗), where all three solution sets are
combined and evaluated for non-domination. All results were found to be statistically
significantly different based on the Kruskal-Wallis and Wilcoxon rank sum tests with
α = 0.005, with the exception of the S results for NSGA2 and F-NSGA2 for Henrys and
Sec35Mid.

coverage for all but one case (for Sec35West classic NSGA2 covers more of F-NSGA2).

This indicates that the non-dominated solutions found by F-NSGA2 dominate most of the

solutions found by the other algorithms. The union front coverage results confirm that F-

NSGA2 seems to cover more non-dominated solutions in the objective space than the other

algorithms (Table 7.5), since it contributed the largest percentage of solutions to the union

front. NSGA2 also made large contributions to the union front, while CC-NSGA2 had the

smallest contribution for all results sets. This could potentially be explained by the use of

disjoint subpopulations in CCEA, since its disjoint nature means that a part of the solution

space may be left unexplored. On the other hand, FEA uses the overlap to find more diverse

solutions across the subpopulations, not only by saving a non-dominated solution from each

subpopulation, but through the replacement of single variables in the global solution as well.

The HV and S results (Table 7.3) further confirm our hypothesis that F-NSGA2
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NSGA2 CC-NSGA2 F-NSGA2

NSGA2

Henrys N/A 0.956 0.823

Sec35Mid N/A 0.979 0.937

Sec35West N/A 0.863 0.924

CC-NSGA2

Henrys 0.614 N/A 0.371

Sec35Mid 0.989 N/A 0.292

Sec35West 0.943 N/A 0.678

F-NSGA2

Henrys 0.959 0.951 N/A

Sec35Mid 1.000 1.000 N/A

Sec35West 0.857 0.778 N/A

Table 7.4: Coverage C(row, column) for the three algorithms for each of the fields, where
the algorithm indicated on the left is measured with respect to how much it “covers” the
algorithms across the top. Bold text indicates which algorithm had the most coverage in
the pairwise comparison.

Henrys Sec35Mid Sec35West

NSGA2 38.9% 30.2% 27.7%

CC-NSGA2 11.3% 9.5% 26.2%

F-NSGA2 49.8% 60.3% 46.1%

Table 7.5: Adjusted coverage results, where each algorithm’s non-dominated set is compared
to the union front.

explores more of the objective space. Across all fields, F-NSGA2 had the largest S and HV

for its approximate Pareto front. According to a Wilcoxon Rank Sum test with p = 0.05, the

HV results were found to be significantly different for all three fields; however, no significant

difference was found for the S results for Henrys and Sec35Mid between F-NSGA2 and

NSGA2. When comparing the algorithms’ results to the union front, we see that the union

front HV and S is not much larger than those found by F-NSGA2, which is in line with the
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Henrys Sec35Mid Sec35West

NSGA CCEA FEA NSGA CCEA FEA NSGA CCEA FEA

Fert. 9248.75 9815.00 9777.25 10634.62 10087.69 10026.92 8616.90 8129.86 8504.51

Jump 10532.25 10419.00 10305.75 10908.08 10573.85 10482.69 9253.80 8504.51 9141.41

Strat. 10343.5 10343.50 10003.75 10847.31 10421.92 10847.31 9253.80 9141.41 8991.55

Center 10079.25 10494.50 10154.75 10756.15 10786.54 10330.77 9253.80 8392.11 8616.90

Table 7.6: Estimated total applied fertilizer across the field for each prescription type in
pounds of nitrogen.

aforementioned coverage results.

Lastly, we evaluated the practical implication of the difference in applied fertilizer.

The total amount of nitrogen prescribed based on the different prescription maps generated

can be seen in Table 7.6. On average this resulted in a five percent reduction of fertilizer

application across the fields regardless of which prescription is compared to the minimized

fertilizer rate. However, some prescriptions apply over ten percent more fertilizer than the

minimized fertilizer rate prescription. These amounts will not have a large impact on a

field’s yield, as shown in the yield prediction results, but they could make a difference to the

environment by reducing the amount of fertilizer that goes into the water streams, thereby

positively impacting pollution [133]. This shows that adding ethical objectives and solving

the newly constructed, multi-objective problem using an MOEA is a feasible computational

approach to address ethical concerns.

7.4 Optimal Prescription Maps

Optimal prescription maps specify fertilizer rates to apply based on crop response and

economic models to maximize expected net return. These maps depend upon the ability

to predict yield based on the prescribed inputs, general field information, and satellite data
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such as the normalized difference vegetation index (NDVI). The classic way to approach

yield prediction is to use linear regression or quadratic plateau regression [110]; however,

this approach is limited in its ability to represent the yield response curves. As a result,

machine learning approaches such as Random Forests [72] and Deep Learning [151] have

become more popular. We use these models to predict the yield and use the result to

determine the expected net return. The net return is then used as one of the objective

functions in the multi-objective optimization process.

7.4.1 Optimal Prescription Objective Functions

The optimal prescriptions optimize for the following three objectives:

1. Minimize jumps in consecutive cells

2. Maximize net return

3. Minimize overall fertilizer rate

The jump and fertilizer minimization objectives carry over from the experimental maps, but

we are now trying to maximize net return instead of stratification. Since we are dealing with

a continuous optimization problem when creating optimal prescription maps, the jump score

calculation is adjusted to take the sum of the difference in rates of all consecutive cells:

Fitnjumps =
c−1∑
i=1

|F (mapi)− F (mapi+1)|,

where F (mapi) is the fertilizer rate for the ith cell on the field. The jump score now sums

over the absolute difference in applied fertilizer between adjacent cells determined by an

“as-applied” map.

We use the following definition to maximize net return (NR):

NR = Y × P − AA× CA− FC, (7.2)
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where Y is the expected crop yield, obtained through a predictive model, P is the crop

selling price, AA is the “as-applied” fertilizer rate, CA is the fertilizer cost, and FC reflects

any fixed costs associated with production. As previously mentioned, the expected yield

is predicted using a machine learning model. We train this model using the original data

points, where we use the most recent yield as the label to predict. Each of the original

data points has an “as-applied” fertilizer rate; for our optimization model, we adjust this

rate to be the fertilizer rate we are prescribing for the cell each data point belongs to. We

process adjusted data points with the predictive model to obtain yield predictions for our

prescription map. We calculate the total expected yield (bushels per acre) and input that

number into Equation 7.2. We used 2022 economic data provided by the US Department of

Agriculture to determine crop price and fertilizer cost [148].

7.4.2 Yield Prediction Dataset Reduction

When integrating predictive machine learning models into the optimization process,

we found that the process was computationally expensive when predicting yield for every

point on the field. To help reduce the time cost of the optimization process, we wanted

to reduce the number of points for which to make predictions, i.e., the number of points

being processed by the trained predictive model (the “adjusted data points” in Figure 7.8).

To this end, we set up an experiment comparing predictions using different data reduction

methods to predictions using the full dataset for two fields: Sec35Mid and Henrys. We use

the aforementioned Hyper3DNet CNN for the predictions [104].

7.4.2.1 Dataset Reduction Approaches We used three different approaches to reduce

the data set: random sampling, spatial sampling, and aggregation. The first two approaches

select a subset of data points from each cell in the field to make predictions for, while the

aggregation approach averages the information of all the data points per cell. An example

of each case is shown in Figure 7.9. We have a field with 16 cells and 63 data points, where
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Figure 7.8: Yield prediction data flow. The original data points are used to train a predictive
machine learning model. We can then use the trained model to predict yield by sending
through adjusted data points.

each cell has two to five data points. For random sampling, we randomly select k data points

from each cell. In our experiments, k is determined based on the number of data points in a

cell; we select 10% of the total number of data points. In the example in Figure 7.9, we select

one or two random data points per cell. Spatial sampling divides a cell into l equally sized

sections and selects a point from each of these sections, ensuring we get data from different

parts of each cell. Figure 7.9 shows each cell being split in half, and a point is selected from

each of these halves. Lastly, the aggregate method does not select subset of data points,

rather, it creates a “new” data point by averaging the data of all the points.

7.4.2.2 Results First, we calculated the total yield for each field based on the predictions

made by the CNN. For the full data set, random sampling, and spatial sampling, we do this

by averaging the predicted yield for the data points in a cell to get a single yield prediction

for said cell. We used each cell’s yield prediction, in bushels per acre, to calculate the number

of bushels of wheat predicted for each cell and sum these predictions to get the total number

of bushels predicted for each field (Figure 7.10).

Second, we showed the difference in predicted bushels for the datapoint reduction

approaches and the full solution set. Figure 7.11c shows the difference for the full field



167

Figure 7.9: The three different types of sampling approaches.

predictions (as presented in Figure 7.10). To give us a more fine grained view of the

differences in predicted values, we also report the average of the per cell difference for the

different approaches in Figure 7.12. For each cell, we calculated the difference between the

prediction made using the full dataset and the reduced dataset, and then we averaged these

differences.

7.4.2.3 Discussion Overall, the predictions are similar across the sampling methods,

with no significant difference in yield predictions according to the student T-test with

α = 0.05. Interestingly, spatial sampling had the largest difference from the full data set

prediction for both fields. Random sampling had the smallest difference per cell for Henrys

and the smallest difference on the full field for Sec35Mid. The reverse is true for aggregate

sampling, where Sec35Mid had the smallest difference per cell and Henrys had the smallest
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(a) Field Sec35Mid.

(b) Field Henrys.

Figure 7.10: Total yield prediction results for the entire fields using the different methods.

full field difference. These results appear counter-intuitive; it would make more sense that

spatial sampling would have the best results given the amount of spatial variety on a field

[61].
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(a) Field Sec35Mid.

(b) Field Henrys.

(c) Difference in predicted yield for the entire field as compared to the full field prediction.

7.4.3 Optimal Prescriptions with Ethical Objectives

In this section, we present our results for the creation of optimal prescription maps

including the aforementioned ethical objectives. We show results for fields Sec35Mid (shown

in Figure 7.2) and Henrys.
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(a) Field Sec35Mid.

(b) Field Henrys.

Figure 7.12: Average of the difference in predicted yield per cell.

7.4.3.1 Experimental Approach Mutation rate and crossover rate were set to 0.1 and

0.9 respectively. Swap mutation was used, and the parents for crossover were selected using

tournament selection with tournament size 5. The remaining parameters are the population

sizes for all three algorithms and the number of iterations NSGA2 needs to be run on the

subpopulations for F-NSGA2 and CC-NSGA2. For these experiments, our stopping criterion
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is the number of fitness evaluations. This approach led to an increase in runtime; however,

since farmers are not yet able to create their own optimal prescription maps, we can generate

these maps beforehand, negating the need for a reduced runtime. To achieve this, we set the

number of generations and population size such that each algorithm has approximately the

same number of function evaluations (FEs). For NSGA2, this resulted in setting a population

size of 500 and running the algorithm for 500 iterations, yielding 500× 500 = 250, 000 FEs.

Our instance of CC-NSGA2 has 24 groups, resulting in CC-NSGA2 being run 10 times where

each subpopulation is of size 50, and NSGA2 is run for 20 generations on each subpopulation:

10× 20× 50× 25 = 250, 000. We used the same logic for F-NSGA2, where population size

is decreased to 25 to accommodate the increase in the number of subpopulations. We used

a Random Forest (RF)[72] and a CNN called Hyper3DNet [104] as regression models to

predict yield. Based on the results in the previous section, we used aggregate sampling for

Sec35Mid and random sampling for Henrys to reduce the data set for yield predictions.

7.4.3.2 Results For each algorithm combination (MOEA and prediction), we chose four

different non-dominated solutions from the approximate Pareto Front. These solutions were

based on the three extreme points in the Pareto Optimal set: minimum jump score, minimum

fertilizer rate, and maximum net return. The centroid for these three solutions, xc, was found

using Equation 7.1, which represents the “center” solution. We also combined the non-

dominated solution sets into a union front (re-evaluating non-dominance) and selected the

same four solutions from this union front. We present the Net Return results for these optimal

prescription solutions in Figures 7.13 and 7.14. Since we are minimizing the objectives,

the net return sign has been flipped to go from maximization to minimization. Therefore,

solutions that fall lower on the y-axis are better in terms of net return.

We wanted to investigate the difference in NR as compared to the experimental

prescription maps, so we used the CNN yield predictions for those experimental maps and
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(a) Yield predictions using a RF. (b) Yield predictions using a CNN.

Figure 7.13: Net return for the four different prescription maps for field Sec35Mid.

(a) Yield predictions using a RF. (b) Yield predictions using a CNN.

Figure 7.14: Net return for the four different prescription maps for field Henrys.

plugged them into our NR calculation. This resulted in the predicted NR for fields Sec35Mid

and Henrys shown in Table 7.7.

To evaluate algorithm performance, we report the HV , S, and adjusted coverage (AC)

results in Tables 7.8 and 7.9. Since the yield predictions influence the net return calculation,

we note that we cannot compare algorithm results across the predictive methods. We can

only compare the algorithms using the same predictive method.



173

Sec35Mid Henrys

NSGA2 CCNSGA2 FNSGA2 NSGA2 CCNSGA2 FNSGA2

Fert 31744 31291 31144 45419 43884 44655

Jump 31681 31024 31269 45468 44033 45036

Strat 31549 31023 31784 45531 42757 43924

Center 31723 31607 31226 45557 44073 44651

Table 7.7: Predicted Net Return in USD ($) based on the yield predicted by the CNN for
the different types of experimental prescription maps.

HV S AC

RF

NSGA2 13453.96±206.73 554.02±171.35 85%

CCNSGA2 9725.35±489.44 281.01±137.28 0%

FNSGA2 13911.25±104.81 425.20±111.53 15%

CNN

NSGA2 15877.03±424.21 605.87±205.33 75%

CCNSGA2 11341.00±151.34 489.19±198.67 0%

FNSGA2 18474.29±1558.07 268.21±205.49 25%

Table 7.8: Optimal prescriptions: Hypervolume (HV ), spread (S), and adjusted coverage
(AC) results for each algorithm on field Sec35Mid.

Lastly, we present an estimate of the total pounds of nitrogen fertilizer to be applied to

the field for the different prescription in Tables 7.10 and 7.11. This gives us an idea of the

difference in fertilizer depending on the optimized objective.

7.4.3.3 Discussion Applying an ANOVA test to the net return results for the different

types of prescription maps confirms that there is no significant difference in net return for any

of the results. When we visually inspect the net return values in Figures 7.13 and 7.14, we
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HV S AC

RF

NSGA2 2185.43±83.05 412.54±157.49 75%

CCNSGA2 1313.48±86.61 175.35±65.33 0%

FNSGA2 3977.77±272.01 335.85±255.14 25%

CNN

NSGA2 36911.82±543.38 1162.03±297.84 85%

CCNSGA2 27866.85±251.34 726.19±108.70 0%

FNSGA2 40676.59±367.49 1540.85±371.14 15%

Table 7.9: Optimal prescriptions: Hypervolume (HV ), spread (S), and adjusted coverage
(AC) results for each algorithm on field Henrys.

RF CNN

NSGA2 CCNSGA2 FNSGA2 NSGA2 CCNSGA2 FNSGA2

Fert 9917 10539 8417 10001 10419 6746

Jump 10683 11898 9438 10278 11491 6746

NR 9917 10539 8417 10001 10482 6777

Center 10209 10754 8731 10014 11062 6746

Table 7.10: Estimated applied fertilizer across the field for each prescription type for field
Sec35Mid using a Random Forest (RF) and Convolutional Neural Network (CNN) for yield
predictions.

can confirm that the difference in net return when focusing on different objectives is minimal

for each algorithm. The largest difference in net return is approximately $2,000. We would

like to note that currently the net return calculation does not include the cost of wear on

equipment. If farmers could gather data on how large jump rates impact them economically,

we could refine our net return calculation. When we compare the optimized NR values to the

NR found for the experimental maps, it is interesting that F-NSGA2 is the only approach



175

RF CNN

NSGA2 CCNSGA2 FNSGA2 NSGA2 CCNSGA2 FNSGA2

Fert 18339 18835 14725 17721 18477 14661

Jump 19118 19649 16095 18898 18703 15956

NR 18339 18835 14725 17915 18624 14661

Center 18590 19011 14806 18074 18645 15083

Table 7.11: Estimated applied fertilizer across the field for each prescription type for field
Henrys using a Random Forest (RF) and Convolutional Neural Network (CNN) for yield
predictions..

that finds a better net return for the optimal maps for Sec35Mid. Furthermore, the actual

difference in NR is not very big. The same does not hold true for Henrys, where there is a

difference of over $ 20, 000 when optimizing NR regardless of the optimization method used.

When evaluating the algorithms’ performance, we find significant differences for the S

and HV results per a Wilcoxon Rank Sum test with p = 0.05 (Tables 7.8 and 7.9). We see

that F-NSGA2 has a higher HV than NSGA2, but F-NSGA2 has large variance when using

the CNN as the predictive algorithm. We believe this could be due to the use of FE’s as a

stopping criterion. In [44], results indicate that using FE’s may result in an unfair stopping

condition. Based on our results, we believe F-NSGA2 did not have enough FE’s to converge.

This could also explain the S results for the algorithms. All the solution sets have large S

variance, which indicates that different runs explore different parts of the search space, i.e.,

there is no clear convergence toward the same Pareto optimal solutions.

NSGA2 covers most of the union front, and F-NSGA2 contributes the remainder of

the non-dominated solutions. However, F-NSGA2 finds solutions with a higher net return,

where the solutions found by F-NSGA2 dominate those found by CC-NSGA2. Overall, CC-

NSGA2 has the poorest performance out of the three approaches. When we look at the plots
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in Figures 7.13 and 7.14, this can be visually confirmed; we see that F-NSGA2 found the

highest net return values regardless of the implemented prediction algorithm. Considering

one of the main concerns for farmers is profit, single population NSGA2 may not be the best

choice, since all its solutions had a lower net return than those found by F-NSGA2.

The estimated applied fertilizer for the optimal prescriptions for Sec35Mid (Table

7.10) was similar to that for the experimental prescriptions, albeit slightly higher (Table

7.6). However, the estimated applied fertilizer for Henrys is higher by several thousands

of pounds (7.11). We can once again see that when focusing on minimizing fertilizer rate,

the amount of nitrogen applied is reduced by hundreds of pounds. This confirms that a

multi-objective approach can indeed be beneficial to find solutions that have environmental

benefit. Furthermore, the F-NSGA2 approach consistently found solutions with the highest

net return and the lowest fertilizer application, indicating that F-NSGA2 explores relevant

areas of the objective space. Lastly, we notice that the CNN generally predicts a higher net

return with less fertilizer applied. This is especially apparent for field Henrys, where the

CNN predicts a NR that is ten times larger than that predicted by the RF. It would be

beneficial to do a more in-depth study on the effects of different predictive algorithms on

the optimization process to discover if this is a result of the predictions or the optimization

process.

7.5 Concluding Remarks

Multi-Objective Optimization provides a way for sustainability issues to be addressed

when optimizing fertilizer prescriptions in precision agriculture. In this research, we

investigated adding two sustainability-focused objectives to existing precision agriculture

problems, that of creating experimental and optimal fertilizer prescription maps. For both

problems three competing objectives were optimized: the base objective, stratification and

net return maximization respectively, and two sustainability objectives, fertilizer rate jump
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minimization and overall fertilizer rate minimization. We applied three different MOO

algorithms, NSGA2, CC-NSGA2, and F-NSGA2, of which the latter is an adaptation of

the Factored Evolutionary Algorithm in which overlapping subpopulations are used to find

an approximate Pareto front. We found that all three MOO algorithms could find optimized

prescription maps successfully, and that including these sustainability objectives had minimal

impact on yield and net return. Based on these results, we confirmed our hypothesis

that focusing on sustainability need not significantly influence net return, thus indicating a

strong justification for modifying farming practices to incorporate such objectives, thereby

reducing environmental impact. Furthermore, our results indicated that using overlapping

subpopulations increases exploration of the objective space when compared to the single

population and disjoint subpopulation alternatives.
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CHAPTER EIGHT

CONCLUSION

For our concluding remarks, we summarize the contributions of the dissertation and

identify directions for future work.

8.1 Contributions

In this dissertation, we introduced the Multi-Objective Factored Evolutionary Al-

gorithm (MOFEA) to solve Multi-Objective Optimization (MOO) problems, explored

properties of variables grouping for both Large Scale Optimization (LSO) and Large Scale

Multi- and Many-Objective Optimization, and introduced Objective Archive Management

(OAM) for solution set reduction. We also showed how MOO can be used to address

environmental concerns in the field of Precision Agriculture.

Chapter 2 introduced fundamental concepts to provide the reader with the necessary

tools to understand the work presented in this dissertation. We then presented MOFEA in

Chapter 3. MOFEA is an extension of FEA to the multi-objective case. In all previous MOO

variable grouping research, only CCEA, which uses disjoint subpopulations, has been applied

to MOEA’s. MOFEA adds the use of overlapping subpopulations; the overlapping groups are

able to account for indirect variable interactions when providing an overlapping architecture

without pre-defining variable interacting groups, which is a significant contribution to the

field of MOO. While MOFEA allows for overlapping subpopulations, we explained how the

framework also works with disjoint subpopulations. Furthermore, we applied MOFEA to

three well known MOEAs: NSGA2, SPEA2, and MOEA/D, to demonstrate its general

applicability. We first applied MOFEA to NSGA2 and run an empirical analysis on the

multi-objective knapsack (MO-KS) problem. We introduced a novel, more complex version
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of MOKS. While the classic MOKS optimizes separate knapsacks as separate objectives, we

proposed optimizing a single knapsack that maximizes value, minimizes weight, volume, and

the difference in weight/volume of the items in the knapsack. We found that this problem

is more difficult to solve, thus providing the field of MOO with a new, many-objective

combinatorial benchmark problem with 3, 4, or 5 objectives. F-NSGA2 outperformed regular

NSGA2 and CC-NSGA2 on all version of the MOKS.

In Chapters 4 and 5, we dove deeper into variable decomposition by performing

an empirical analysis on LSO and Large-Scale Multi- and Many-Objective Optimization.

For our single population experiments, we extended Differential Grouping (DG) to create

Overlapping DG (ODG), and we created a tree-based grouping approach that generates a

connected architecture through overlap. In our LSO experiments, we confirmed the benefits

of overlapping groups [14, 138]. The results also indicated that variable interaction learning

may not be necessary, since the connected architecture created by the Tree-based approach

provided high quality results. We affirmed these results in our MOO and MaOO experiments.

We applied the MOFEA framework to NSGA2, SPEA2, and MOEA/D, each with disjoint

and overlapping subpopulations. We found that overlapping linear and random grouping

improve results (compared to disjoint and single population implementations) even though

no variable interaction learning is performed. These variable grouping experiments are the

first empirical results comparing the three most commonly used grouping strategies for

both the disjoint and overlapping case. Furthermore, we are the first to draw connections

between different function characteristics and the different grouping strategies, providing

valuable insights to the field of MOO and MaOO. Previous research had only investigated the

importance of variable interaction learning for partially non-separable problems. Through

the use of connected overlapping architectures, we show that variable interaction learning

may not be as important as was previously believed. Moreover, we applied DG along the

different objectives of a single MOO function, as presented in [85]. Li et al. showed that the
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DTLZ benchmarks consist of non-separable variable groups along the objectives but noted

that no good approach had been developed to address these overlapping groups. MOFEA

offers a solution to this problem.

The MOO variable grouping research led us to consider ways of reducing large solution

sets in many-objective optimization, which is the focus of Chapter 6. Inspired by the idea of

overlapping subpopulations, we created the Objective Archive Management (OAM) strategy,

a new solution set reduction strategy. Existing solution set reduction strategies either

require MOO specific knowledge to select the appropriate environmental selection operator

to reduce the solution set [142], or the use of expensive hypervolume calculations [131] which

becomes more difficult as the objectives increase. Our algorithm offers a different approach

without these limitations, thus providing MaOO research with a new, easy to use solution set

reduction strategy. We find that our approach selected solutions that strike a good balance

between the different objectives. Furthermore, we used radar graphs to visualize MaOO

solutions; providing a way for humans to visually assess the found non-dominated solutions.

Finally, we applied MOFEA to the real world problem of creating experimental and

optimal fertilizer prescription maps. We showed that multi-objective optimization can

be used to incorporated environmental objectives. In this specific case, we aimed to

maximize net return for farmers; however, excessive fertilizer application can have negative

environmental impacts, so we wished to minimize the overall fertilizer to be applied.

Additionally, the farmers we work with wanted to reduce strain on their farming equipment

by not having large jumps in fertilizer between consecutive cells on a field. This resulted

in three competing objectives to be optimized, making MOEA’s a natural choice to solve

this problem. Through empirical analysis using NSGA2, CC-NSGA2, and F-NSGA2,

we find that each algorithm successfully reduces the amount of fertilizer applied without

significantly impacting net return. This shows that MOO can be a useful tool in addressing

environmental and sustainability concerns. Previously, ethical concerns were not being
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addressed throughout the optimization process directly, our research is the first to show

that such an integration is possible as well as beneficial.

8.2 Future Work

As shown in our MOFEA experiments, the hypervolume results leave room for

improvement. Currently we select a non-dominated solution from each of the subpopulations

based on the selection criterion the base algorithm uses to tie-break when filling out the

population for the next generation. However, we would like to explore adding a second

diversity-based selection criterion for a more guided way of picking a representative solution.

For example, we could sort based on the crowding distance for all base-algorithms and not

just NSGA2. This would mean that two different sorting mechanisms are employed. We

can then either select the “best” solution for each criterion, or we can find the overall best

given both. We expect that adding a diversity-based selection procedure to choose the non-

dominated solutions from the subpopulations will further improve hypervolume results. We

would also like to investigate effective parallelization of MOFEA to help improve efficiency

of the algorithm.

In terms of variable grouping, we have mostly looked at the difference between disjoint

and overlapping subpopulations, and the effects of variable learning versus a connected

architecture. However, it would be interesting to consider the impact of the amount of

overlap and the size of individual factors on optimization performance. Our LSO results

may indicate improved performance on smaller group sizes due to the success of CPSO-S.

Limited hyperparameter tuning was performed in order to maintain consistency across the

experiments, so further tuning to improve performance of the individual methods would be

beneficial for both the LSO and MOO experiments.

In our research, we proposed some new decomposition strategies to create overlapping

groups; however, there are several other decomposition strategies that can be created. We
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would like to look at expanding some of the proposed methods as well as exploring other

existing methods. For example, in the MOO experiments, we find that DG performs well

from an optimization perspective but consumes large amounts of memory and CPU. It

would be beneficial to look at combining some of the smaller groups created by DG along

the objectives to reduce the number of groups generated as well as overlap size. Alternatively,

the graph-based approach by Cao et al. could be extended to create overlapping groups.

Additionally, because of the increased flexibility introduced by the overlap, we can imagine

many methods that better consider the function landscape and can lead to increased

performance. For example, by employing a hierarchical decomposition strategy based on

local variable interactions across the function’s domain.

The aforementioned methods mostly focus on continuous optimization. Another

interesting research direction would be looking at ways to perform variable decomposition for

combinatorial optimization. We show that overlap allows for objective-wise decomposition

with DG, but we have not yet explored how to apply this idea to combinatorial problems. For

the knapsack problem, we could sort variables based on their value, weight, and volume and

use an aggregation function to group items based on each of these characteristics, hopefully

resulting in different groups for each characteristic thus creating overlap.

Our proposed OAM strategy was shown to work well to reduce solution sets to a more

manageable size; however, we did not explore the use of OAM as an external archive to re-

inject solutions into the next generation. We believe that such solution injection could help

improve MaOO algorithm performance in higher objective spaces. Furthermore, we only

applied the external archive management strategy to NSGA2, and the single run OAM to

NSGA2 and NSGA3. In future work, we would like to investigate how the reduced solution

sets change depending on the MOEA used. Lastly, we would like to ensure the return of a

non-empty solution set by including an archive weighting strategy. If OAM’s overlap does

not select any solutions, the solution(s) with the highest weighted archive score would be
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returned.

For the PA research, we plan to investigate adding temporal objectives, such as

minimizing variation in net return across several years, and including the impact climate

change might have on crop response [83]. Another goal is to investigate the effect of different

yield prediction approaches when creating optimized prescription maps. In other words, how

much influence does accurate yield prediction have on prescribing the correct fertilizer rate?

Or is it more important to use a model that accurately describes the shape of the yield

response curve? We are currently also looking at how to incorporate experimental rates

into the optimal prescription maps. There are two main questions we are trying to address:

which cells should be used to apply experimental rates to, and what fertilizer rates should

be applied?

Lastly, as a general note for population-based algorithmic research, Engelbrecht shows

that using function evaluations as a stopping criterion could impact results in an unfair

way [44]. To this end, it would be useful to explore different ways to evaluate how long

an algorithm should run. Alternative stopping criteria include the amount of change in

the non-dominated archive, a lack of change in hypervolume or other evaluation metrics, or

convergence of the non-dominated solutions’ fitnesses.
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Name Function

DTLZ1

g(xm) = 100
(
|xm|+

∑
xi∈xm

(
(xi − 0.5)2 − cos(20π(xi − 0.5))

))
f1(x) =

1
2(1 + g(xm))

∏m−1
i=1 xi

f2(x) =
1
2(1 + g(xm))(1− xm−1)

∏m−2
i=1 xi

...
fm−1(x) =

1
2(1 + g(xm))(1− x2)x1

fm(x) = 1
2(1− x1)(1 + g(xm))

DTLZ2

g(xm) =
∑

xi∈xm
(xi − 0.5)2

f1(x) = (1 + g(xm))
∏m−1

i=1 cos(0.5xiπ)

f2(x) = (1 + g(xm)) sin(0.5xm−1π)
∏m−2

i=1 cos(0.5xiπ)
...

fm(x) = (1 + g(xm)) sin(0.5x1π)

DTLZ3

g(xm) = 100
(
|xm|+

∑
xi∈xm

(
(xi − 0.5)2 − cos(20π(xi − 0.5))

))
f1(x) = (1 + g(xm))

∏m−1
i=1 cos(0.5xiπ)

f2(x) = (1 + g(xm)) sin(0.5xm−1π)
∏m−2

i=1 cos(0.5xiπ)
...

fm(x) = (1 + g(xm)) sin(0.5x1π)

DTLZ4

g(xm) =
∑

xi∈xm
(xi − 0.5)2

f1(x) = (1 + g(xm))
∏m−1

i=1 cos(0.5xαi π)

f2(x) = (1 + g(xm)) sin(0.5xαm−1π)
∏m−2

i=1 cos(0.5xαi π)...
fm(x) = (1 + g(xm)) sin(0.5xα1π)

Table A.1: List of DTLZ multi-objective optimization benchmark functions.
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Name Function

DTLZ5

g(xm) =
∑

xi∈xm
(xi − 0.5)2

θi =
π

4(1+g(xm))(1 + 2g(xm)xi, for i = 2, 3, . . . , (m− 1)

f1(x) = (1 + g(xm)) cos(θ1π/2) . . . cos(θm−2π/2) cos(θm−1π/2)

f2(x) = (1 + g(xm)) cos(θ1π/2) . . . cos(θm−2π/2) sin(θm−1π/2)

f3(x) = (1 + g(xm)) cos(θ1π/2) . . . sin(θm−2π/2)...
fm(x) = (1 + g(xm)) sin(θ1π/2)

DTLZ6

g(xm) =
∑

xi∈xm
x0.1i

θi =
π

4(1+g(xm))(1 + 2g(xm)xi, for i = 2, 3, . . . , (m− 1),

f1(x) = (1 + g(xm)) cos(θ1π/2) . . . cos(θm−2π/2) cos(θm−1π/2)...
fm(x) = (1 + g(xm)) sin(θ1π/2)

DTLZ7

g(xm) = 1 + 9
|xm|

∑
xi∈xm

xi

h(f1, f2, . . . , fM−1, g) = m−
∑m−1

i=1

[
fi
1+g (1 + sin(3πfi))

]
f1(x1) = x1
f2(x2) = x2...

fm−1(xm−1) = xm−1

fm(x) = (1 + g(xm))h(f1, f2, . . . , fm−1, g

Table A.2: List of DTLZ multi-objective optimization benchmark functions.
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LARGE-SCALE CONTINUOUS BENCHMARK FUNCTIONS
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Name Function

Shifted Ackley’s

F3(x) = Fackley(x) = −20 exp (−0.2
√

1
D

∑D
i=1 x

2
i )

- exp ( 1
D cos(2πxi)) + 20 + e

Shifted m-rotated
Rastrigin’s

F5(x) = Frot rastrigin[x(P1 : Pm)]× 106

+ Frastriginx(Pm+1 : PD)

Frastrigin(x) =
∑D

i=1(x
2
i − 10 cos(2πxi) + 10)

D
2m shifted mrotated

Ackley’s

F11(x) =
∑ D

2m
k=1 Frot ackley[x(P(k−1)×m+1 : Pk×m)]

+ Fackley[x(PD
2
+1 : PD)]

D
m shifted m-rotated

Schwefel’s 1.2

F17(x) =
∑D

m
k=1 Fschwefel[x(P(k−1)×m+1 : Pk×m)]

Fschwefel(x) =
∑D

i=1

(∑i
j=1 xi

)2
Shifted Rosenbrock F20(x) =

∑D−1
i=1 [100(x2i − xi+1)

2 + (zi − 1)2]

Table B.1: List of CEC 2010 LSO benchmark functions. Dimension D = 1000, group size
m = 50, P : random permutation of {1, 2, . . . , D}, Frot refers to rotation of the variables
based on a D ×D orthogonal matrix [143].
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SOLUTION SET REDUCTION RADAR GRAPHS
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A selection of additional radar graphs for each of the problems. These are graphs
generated from a single randomly selected solution set. Since we ran each algorithm 30
times, this is only a small sampling of the total results.

Terminology:

1. OAM: Objective Archive Management

2. ES: Environmental Selection

3. Single: Refers to the one time application of OAM to a solution set

4. External: Refers to the continuous updating of an external OA throughout the
optimization process, and using the resulting OA to find overlapping solutions
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(a) External

(b) Single

Figure C.1: DTLZ6 5 objectives NSGA2 ES
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(a) External

(b) Single

Figure C.2: DTLZ6 5 objectives NSGA2 OAM
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(a) NSGA3

(b) OAM Single

Figure C.3: DTLZ6 5 objectives NSGA3
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(a) External

(b) Single

Figure C.4: DTLZ6 10 objectives NSGA2 ES
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(a) External

(b) Single

Figure C.5: DTLZ6 10 objectives NSGA2 OAM
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(a) NSGA3

(b) OAM Single

Figure C.6: DTLZ6 10 objectives NSGA3
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(a) External

(b) Single

Figure C.7: WFG3 5 objectives NSGA2 ES
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(a) External

(b) Single

Figure C.8: WFG3 5 objectives NSGA2 OAM
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(a) External

(b) Single

Figure C.9: WFG3 10 objectives NSGA2 ES
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(a) External

(b) Single

Figure C.10: WFG3 10 objectives NSGA2 OAM
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(a) External

(b) Single

Figure C.11: WFG7 5 objectives NSGA2 ES
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(a) External

(b) Single

Figure C.12: WFG7 5 objectives NSGA2 OAM
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(a) NSGA3

(b) OAM Single

Figure C.13: WFG7 5 objectives NSGA3
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(a) External

(b) Single

Figure C.14: WFG7 10 objectives NSGA2 ES
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(a) External

(b) Single

Figure C.15: WFG7 10 objectives NSGA2 OAM
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(a) NSGA3

(b) NSGA3 - OAM Single

Figure C.16: WFG7 10 objectives NSGA3
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