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• Make the choice that best helps some objective.
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Greedy algorithm for:
• Robbing a jewelry store?
• Eating at a fancy buffet?
Proof of Optimality?

\[
E(i, j) = \min \left\{ \begin{array}{l}
E(i - 1, j) + 1 \\
E(i, j - 1) + 1 \\
E(i - 1, j - 1) + \text{diff}(i, j)
\end{array} \right.
\]

\[
\text{diff}(i, j) = \begin{cases} 
0, & x[i] = y[j] \\
1, & x[i] \neq y[j]
\end{cases}
\]
Proof of Optimality?

\( O_n = \text{optimal profit from partitioning rod of length } n. \)
\( p_i = \text{profit for rod of length } i. \)

\[
O_n = \max_{1 \leq i \leq n} (p_i + O_{n-i})
\]

\( C(p) \) – minimum number of coins to make \( p \) cents.
\( x \) – value (e.g. $0.25) of a coin used in the optimal solution.

\[
C(p) = \begin{cases} 
\min_{i: d_i \leq p} C(p - d_i) + 1, & p > 0 \\
0, & p = 0
\end{cases}
\]
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Tree – connected graph with no loops.

Spanning tree – tree that includes all vertices in a graph.

Minimum spanning tree – spanning tree whose sum of edge costs is the minimum possible value.
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Greedy decision: Add the edge with smallest weight, that does not create a cycle.

Proof of validity: Let $G = (V, E)$, and $T \subseteq E$ be the set of edges resulting from Kruskal’s algorithm.

$T$ is a tree because it is connected (otherwise we could have added more edges without creating cycles) and there are no cycles.

$T$ spans $G$ because if it did not, we could have added more edges to connected unreached nodes without creating cycles.

$\therefore T$ is a spanning tree of $G$
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**Proof of optimality:** ?
Kruskal’s MST Algorithm

Greedy decision: Add the edge with smallest weight, that does not create a cycle.

Proof of optimality: $T$ is an MST, because???
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$\text{weight}(T') = \text{weight}(T) + \text{weight}(e) - \text{weight}(e')$. 

$$
\begin{align*}
\text{weight}(T') &= \text{weight}(T) + \text{weight}(e) - \text{weight}(e') \\
\end{align*}
$$
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weight($T'$) = weight($T$) + weight($e$) − weight($e'$).

$\Rightarrow$ weight($T'$) < weight($T$), since weight($e$) < weight($e'$).

$\Rightarrow$ $T'$ is a cheaper ST.

So, $e$ is part of every MST.